Biocomplexity: adaptive behavior in complex stochastic dynamical systems
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Abstract

Existing methods of complexity research are capable of describing certain specifics of bio systems over a given narrow range of parameters but often they cannot account for the initial emergence of complex biological systems, their evolution, state changes and sometimes-abrupt state transitions. Chaos tools have the potential of reaching to the essential driving mechanisms that organize matter into living substances. Our basic thesis is that while established chaos tools are useful in describing complexity in physical systems, they lack the power of grasping the essence of the complexity of life. This thesis illustrates sensory perception of vertebrates and the operation of the vertebrate brain. The study of complexity, at the level of biological systems, cannot be completed by the analytical tools, which have been developed for non-living systems. We propose a new approach to chaos research that has the potential of characterizing biological complexity. Our study is biologically motivated and solidly based in the biodynamics of higher brain function. Our biocomplexity model has the following features, (1) it is high-dimensional, but the dimensionality is not rigid, rather it changes dynamically; (2) it is not autonomous and continuously interacts and communicates with individual environments that are selected by the model from the infinitely complex world; (3) as a result, it is adaptive and modifies its internal organization in response to environmental factors by changing them to meet its own goals; (4) it is a distributed object that evolves both in space and time towards goals that is continually re-shaping in the light of cumulative experience stored in memory; (5) it is driven and stabilized by noise of internal origin through self-organizing dynamics. The resulting theory of stochastic dynamical systems is a mathematical field at the interface of dynamical system theory and stochastic differential equations. This paper outlines several possible avenues to analyze these systems. Of special interest are input-induced and noise-generated,
The development of the theory of chaos in the past two decades has suggested a resolution of the discrepancy between mesoscopic (Freeman, 2000a) global order and aperiodic seemingly random activity at microscopic levels. In particular, models of deterministic chaos have been proposed, such as twist-flip maps and the Lorenz, Rössler, and Chua attractors, which are capable of dramatic and yet fully reversible changes in their aperiodic outputs with small changes in their bifurcation parameters. However, these models are low dimensional, stationary, autonomous, and essentially noise-free, so they are ill formed to model brains, which fail to conform to any of these conditions. Attempts to measure correlation dimensions, Lyapunov exponents, and related numeric features of brain subsystems have failed to yield normative results and have fallen into disrepute (Rapp, 1993).

However, deterministic chaos governs only a small subset of chaotic systems. Another large class is opened by reaction-diffusion equations, which includes chemical morphogenesis (Turing, 1952) and irreversible thermodynamics (Prigogine, 1980) giving ‘order from disorder’. These models also fail, primarily because the axon with its propagated action potential is an early phylogenetic adaptation in multicellular animals that surmounts the limitations of transmission by diffusion. At the price of a delay, an axon distributes the resultant of dendritic integration by a neuron not only without attenuation but also commonly with amplification in proportion to the number of branches. The diffusion term is appropriate for modeling axodendritic cables and synapses over transmission distances < 1 mm, but it is not appropriate in models of the interactions within neural networks and populations. For similar reasons, models based in hydrodynamics and turbulence are unsatisfactory; there is nothing equivalent to viscosity or to molar convection in neurodynamics. Terminal chaos (Zak, 1993) is implemented in digital models of dynamical systems by randomization of the terminal bits of rational numbers in difference equations (representing real numbers in differential equations), where it lessens some of the rigidity of digital embodiments that impairs their utility for representing chaotic systems (Freeman et al., 1997).

The best available models are those from synergetics, including the laser of Haken, who described microscopic particles as being ‘enslaved’ by a macroscopic ‘order parameter’ in a relationship of ‘circular causality’ (Haken, 1991).

Even casual inspection of time series derived by sampling and recording from the fields of electroencephalographic (EEG) and magneto-encephalographic (MEG) potential generated by active brain reveals continuous widespread oscillations. These waves suggest the overlap of multiple rhythms embedded in broad-spectrum noise. In dynamical terms they might be ascribed to limit cycle attractors, because spectral analysis of short segments reveals peaks in the classical frequency ranges of the alpha (8–12 Hz), theta (3–7 Hz), beta (13–30 Hz) and gamma (30–100 Hz) bands of the EEG and MEG. However, autocorrelation functions go rapidly to zero, and the basic form to which spectra converge, as the duration of segments chosen for analysis increases, is a linear decrease in log power with increasing log frequency at a slope near 2 (‘1/f^2’).

This form is consistent with Brownian motion and telegraph noise. The unpredictability of brain oscillations suggests that EEGs and MEGs manifest either multiple limit cycle attractors with time variance by continuous modulation, or multiple chaotic attractors with repetitive state transitions, or time-varying colored noise, or all of the above. In all likelihood these fields of potential are epiphenomenal, probably equivalent to the sounds of internal combustion engines at work, or...
to antique computers in science fiction movies, or to the roars of crowds at football games. In fact, most neuroscientists reject EEG and MEG evidence, in the belief that the real work of brains is done by action potentials in neural networks, and that recording wave activity is equivalent to observing an engine with a stethoscope or a computer with a D'Arsonval galvanometer. However, one can learn a lot about a system by listening and watching, if one knows what to seek and find. This is the main direction of the research described in this paper.

2. Models of spatio-temporal chaos

Per definition, in chaotic systems infinitesimal variations in the initial conditions are quickly amplified and lead to divergent behavior with respect to the unperturbed state. Computational chaos studies in the past few decades have been concentrated on high-accuracy computations and the identification of parameters ranges, attractor basins, where the nonlinear system converges to an attractor. In this approach, noise causes divergence and, therefore, it is undesirable. Noise, however, is an inevitable component of any real life system, both physical and biological. Our proposal is an assay to resolve this contradiction between computational/theoretical models of complexity and real life by analyzing noisy dynamical systems and showing that noise plays a key role in the emergence of biological complexity, and in maintaining its stability over various temporal and spatial scales.

2.1. Discrete spatial and temporal mappings: coupled map lattices

Spatio-temporal dynamics of complex, nonlinear systems has been studied intensively during the recent years, including fluid flow, crystal growth, coupled optical systems, evolutionary information processing, neuro-dynamics, etc. In modeling such systems, coupled map lattices (CMLs) utilize continuous state-space and discrete time and space coordinates (Kaneko, 1990; Perez et al., 1992; Kaneko, 1993). Lattice elements in a CML are obtained by coarse-graining the original microscopic quantities. Coarse-grain models represent a connection between the microscopic world and macroscopic observations and correspond to the level of our knowledge about the investigated processes. Finding the proper coarse-graining to the description of an actual physical, biological, economical, etc system is a very important and still not completely resolved question. The theoretical study of systems of coupled map lattices is one possible avenue of modeling stochastic effects in chaotic systems. CML theory grew out of studies on collective of coupled oscillators. CMLs with local, direct-neighbor coupling can be regarded as approximations to the diffusion process. The globally coupled maps are related to mean-field interactions. Equations of the CML model are given in Appendix A.

In locally and globally coupled lattices various types of temporal behaviors have been described, ranging from fixed points and limit cycles to collective quasi-periodic and chaotic oscillations (Chate, 1995; Chate et al., 1996; Csilling et al., 1994; Kaneko, 1993). The presence of low-dimensional collective behaviors in spatially extended systems is a controversial issue. Contrary to earlier theoretical studies predicting the absence of global collective behaviors in the case of semi-localized coupling, quasi-periodic collective dynamics has been observed in such systems (Chate and Manneville, 1992; Sinha et al., 1992). Further studies showed that the onset of macroscopic collective behavior could be attributed to the window structure of the bifurcation maps (Perez et al., 1993).

Intermediate coupling is closely related to the topology of the physical space and it plays a crucial role in solving practical problems. Until now, however, relatively small attention is paid to intermediate-range effects due to the complexity of the required analysis. Pioneering works in this field include studies on spatial correlations based on coupled Ginzburg–Landau-type oscillators and investigations on the effect of higher spatial dimensionality on the collective behaviors, (Chate et al., 1996; Kuramoto and Nakao, 1996, 1997). In the field of neuro-dynamics, it has been realized only very recently that network architectures...
with non-local connectivity and adaptive structure are key elements of emergent intelligence in neural networks in the form of high-level symbolic knowledge, causal reasoning and symbolic rules (Kozma et al., 1996; Kozma, 1997). Results obtained with studying intermediate-range coupling in CMLs are directly related to the emergence of intelligent behavior in neural networks and can be utilized in models of intelligent information processing (Kozma, 1998; Gade and Hu, 1999).

Phase diagrams are very useful tools in dynamical system studies as they express the relationship between the control parameters and the state of the system. Phase diagrams can exhibit a wide variety of attractors (Kaneko and Tsuda, 2001).

Coherent attractor: all the units are moving along the same trajectory. A single attractor covers the space, i.e. the behavior of the system is completely in synchrony. This is a typical state with strong coupling (i.e. large epsilon) and small values of nonlinearity control parameter (small alpha). For details of notations, see Appendix A.

Ordered phase: the system falls into a given number of frozen attractors. The number of clusters varies depending on the control parameter values. The attractor basin corresponding to 2-cluster frozen attractors is the largest, and it decreases with increasing cluster numbers, 2, 4, 8, 16, ... With increasing epsilon, the border between the attractor basins is becoming increasingly fuzzy and mixed areas are produced.

Partially ordered phase (intermittent and glassy): the trajectories may fall into a large number of clusters in some cases, or into a small number of clusters, depending on the initial conditions.

Turbulent phase: each unit follows a separate trajectory. Turbulent phase arises for weak coupling and for large values of the control parameter alpha. In this case, the system is completely fragmented and chaos dominates over ordered behavior. Ishii uses cluster frozen attractor region from the ordered phase for information storage and retrieval. The system shows significantly improved memory capacity (per node) compared with Hopfield learning and the classification performance is also better in most of the pattern classification problems introduced (Ishii et al., 1996).

Phase transitions induced by noise in coupled map lattices have been studied by several authors. It has been shown that in some models the entropy of the lattice states versus the intensity of the noise has a resonance character (Sbitnev, 1997; Sinha, 1998). At the state transition point, the complexity induced by an external sub-threshold (periodic) signal reaches a maximum value. CMLs are excellent modeling domains to analyze synchronization effects and various chaos control strategies in noisy environment, (Konno et al., 1996; Roy and Amritkar, 1997; Schuster and Stemmler, 1997).

Stochastic resonance (SR) is an interesting application of noisy dynamical systems for information processing. SR has become a well-established research field during the past two decades and it is widely applied in various disciplines, from laser physics, semiconductor devices, through neurophysiology, to population dynamics. SR effects can arise in a bi- or multi-stable system with an energy threshold between the states. External or internal noise can initiate a transition between the states. This effect has a resonance character and it can be used to enhance a weak (periodic) input signal, thus producing a high signal-to-noise ratio (Assumian et al., 1998; Gammaitoni et al., 1998). There are numerous examples of successful implementation in neural systems (Bulsara et al., 1991; ChapeauBlondeau and Godivier, 1996; Levin and Miller, 1996; Mitaim and Kosko, 1998; Moss and Pei, 1995). It is very likely that brains use resonance effects in a more subtle way than it is suggested by the original SR theory. Chaotic resonance (CR) is a phenomenon that has been introduced recently for the description of stochastic effects in high dimensional nonlinear systems and has been used for the analysis of neural systems (Brown and Chua, 1999; Kozma and Freeman, 2001).

2.2 Information encoding in chaotic attractors

Now let us address the question of information coding in aperiodic (chaotic) attractors. We leave the safe and thoroughly explored territory of equilibrium and bifurcation schemes that use fixed point based encoding. This is a great leap into the non-equilibrium dynamics of unstable periodic orbits. The complexity of the problems
and the intellectual challenge is indeed enormous. There is, however, hope that we can meet this challenge because we know existing systems working on this principle, brains. The seminal paper by Skarda and Freeman gives a comprehensive account of spatio-temporal effects in brains using methods of dynamic system theory and chaos (Skarda and Freeman, 1987). Numerous studies in various laboratories are conducted to harness the principle of chaotic encoding for understanding brain dynamics (Aradi et al., 1995; Babloyantz and Desthene, 1986; Schiff et al., 1994; Tsuda, 1994, 1992).

Motivated strongly by these neurophysiological observations, intensive research is conducted in the field of computational NNs utilizing chaotic encoding in software and hardware embodiment. In NN implementations, an array of nonlinear processing elements with recurrent connections can be used. A one-dimensional array of elements with piecewise linear characteristics is used by Andreyev with no connections between the elements inside the array (Andreyev et al., 1996). Intensive research efforts have been conducted to understand theoretical and practical issues concerning chaotic neural networks (Aihara et al., 1990; Borisuyk and Borisuyk, 1997; Minai and Anand, 1998; Nakagawa, 1998; Perrone and Basti, 1995; Schuster and Stemmler, 1997; Wang, 1996). In a separate development Freeman's KIII nets have been introduced, which represent a prototype of dynamic memory devices based on encoding in aperiodic (chaotic) attractors (Freeman, 1992).

Small stochastic fluctuations in the state of the system play an important role in biological neural networks when each neuron typically receives synaptic input from thousands of other neurons within the radius of its dendritic arbor. It gives synaptic output to thousands of others within the radius of its axon, and not the same thousands because each neuron connects with less than 1% of the neurons within its arbors, owing to the exceedingly high packing density of cortical neurons. These properties of dense but sparse interconnection of immense numbers of otherwise autonomously active nonlinear neurons provide the conditions needed for the emergence of mesoscopic masses (Freeman, 2000a), ensembles, and populations, which have properties related to but transcending the capacities of the neurons that create them. The most significant property of ensembles is the capacity for undergoing rapid and repeated global state changes (Freeman, 2000b). Examples are the abrupt reorganizations manifested in the patterns of neural activity in the brain and spinal cord by the transitions between walking and running, speaking and swallowing, sleeping and waking, and more generally the staccato flow of thoughts and mental images. These pattern changes on a massive scale appear to be incompatible with systems that are dominated by noise, such as hot plates, decaying vegetation and unruly crowds.

This self-sustaining, randomized, steady state background activity is the source from which ordered states of macroscopic neural activity emerge. The brain medium has an intimate relationship with the dynamics through a generally weak, sub-threshold interaction of neurons. The synaptic interactions of neurons provide weak constraints on the participants, and the resulting covariance appears in the form of spatiotemporal patterns of EEG and MEG (Freeman and Kozma, 2000). The degree of covariance is low, and the shared patterns would be inaccessible by other parts of the forebrain and brainstem, if the output pathways from self-organizing cortices conformed to the topographic order of the input pathways to most primary sensory cortices. This is not the case for the output path of the olfactory bulb, which is a divergent-convergent projection that performs a spatial integral transformation on bulbar activity before it is delivered to the targets of bulbar transmission, and the broad receptor fields in the targets of neocortical outputs give reason to believe that they undergo comparable integral transforms through similarly divergent pathways. If this proves to be the case, then it follows that unit activity is the best measure of cortical inputs, and that EEG and MEG potentials provide the best measure of cortical outputs.
because the volume conductor performs a similar spatial integration on the dendritic potentials of local neural neighborhoods.

3. Biologically motivated KIII model of sensory dynamics

3.1. Architecture of the KIII model

Theoretical foundations of the KIII model have been laid down by Freeman in the early 1970s (Freeman, 1975). Freeman introduced a family of neuronal assemblies and called them the KO, KI, KII, and KIII sets. The name itself, i.e. K-sets, has been chosen to honor Katchalsky, a pioneer of studies on the collective behavior of neuron populations. The KO basic unit describes a dynamic behavior using second order ordinary differential equations based on the open-loop characteristics of neural masses. The KO set includes an asymmetric sigmoid function with a variable positive saturation level between 1 and 5. The negative saturation level is fixed at −1, (Freeman, 1975). By coupling a number of excitatory (E) or inhibitory (I) KO sets, KIE or KII are formed, respectively. The interaction of KIE and KII gives the KII set. Finally, coupling several KII sets with excitatory, inhibitory and feedback loops, one arrives at the KIII set. Details of the KIII model and its neuro-physiological foundations are given in the work of Freeman and co-workers (Chang et al., 1998; Kozma and Freeman, 2000a; Yao and Freeman, 1990).

The KIII model is an example of layered networks with nonlinear units having the following types of coupling; (i) feed-forward connections between layers, (ii) lateral excitation or inhibition across certain layers, (iii) feedback connections between layers. Decade-long studies indicate that this class of networks can exhibit a wide range of dynamical behaviors, i.e. fixed point and limit cycle attractors, quasi-periodic oscillations and chaos. KIII models can grasp the essence of the observed dynamical behavior in certain biological neural networks, including olfaction (Freeman, 1992). In the KIII model of the olfaction the layers correspond to receptors (R), periglomerular cells (P1 and P2), olfactory bulb (OB), anterior olfactory nucleus (AON), prepyriform cortex (PC) and deep pyramidal cells (C). There is a general feed-forward structure from R to P1 and OB, and from OB to AON and PC via the lateral olfactory tract (LOT). Lateral connections are incorporated at the OB at two levels while feedback is directed from PC to AON, from C to OB, and from AON to OB and P1 via the medial olfactory tract (MOT). Note that the OB, the AON and PC are all examples of interconnected KII sets.

3.2. Operation of the KIII memory

The operation of the KIII memory can be described as follows. In the absence of stimuli the system is in a high-dimensional state of spatially coherent basal activity. The basal state is described by an aperiodic (chaotic) global attractor. In response to external stimuli, the system can be kicked-off from the basal state into a local memory wing. This wing is usually of much smaller dimension than the basal state. It shows coherent and spatially patterned amplitude-modulated (AM) fluctuations. The system resides in this localized wing for the duration of the stimuli then it returns to the basal state. This is a temporal burst process having a duration of about a few 100 ms. A memory pattern is defined, therefore, as a spatio-temporal process represented by the sequence of spatial AM patterns during the burst.

The typical number of nodes in the KIII model is in the range of a few hundred, corresponding to an $8 \times 8$ array of nodes in a layer. The attractor landscape in this high-dimensional system becomes very complex. Earlier computer simulations showed that in this case attractor crowding takes place, (Chang et al., 1998). In other words, the extension of the attractors diminishes and it becomes comparable to the resolution of the numerical computation on a digital computer. As a result, the trained KIII system is extremely sensitive to small variations in the parameters, which was responsible for its unsatisfactory generalization performance.

Attractor crowding is an unavoidable manifestation of the complexity of the high-dimensional chaotic KIII system. Highly evolved, fractured
attractor boundaries are found, which produce a mixture of various attractors in a small neighborhood of a typical point of the state space. Recent research into the description of attractor ruins and Milnor attractors (Kaneko, 1998; Tsuda, 2001) could provide a mathematical tool to analyze our observations with KIII. The observed dominance of a small number of attractor states at a given moment of pattern retrieval is a manifestation of Haken’s slaving principle. As the external conditions vary, the low-dimensional subspace into which the system collapses also changes. The consequences of such a complex attractor topology are illustrated on the example of KII subsets.

To understand the structure of the attractors, let us analyze first the behavior of a single KII set; see Fig. 1. There are four gain coefficients in a KII set. These are, $W_{EE}$, the gain between excitatory nodes 1 and 2; $W_{II}$, the gain between inhibitory nodes 3 and 4; $W_{IE}$, the gain from excitatory to inhibitory nodes; and $W_{EI}$, the gain between inhibitory and excitatory nodes. In this example, fixed-point asymptotic response is studied. The impulse response of the KII sets is decayed oscillation with possible excitatory or inhibitory bias, or with no bias in the asymptotic regime. The obtained attractor regions are shown...
In Fig. 2 a–c, in Fig. 2, a 3D plot is given in the space of 3 gain coefficients \((W_{EE}, W_{II}, W_{IE})\) while the value of the fourth gain \((W_{EI})\) has been fixed. Some parameter values represent crisp attractor regions, but there are significant overlaps among the attractors, depending on the initial conditions. This behavior resembles the partially ordered phase-type attractors (glassy or intermittent) in globally coupled lattices, (Kaneko, 1990). There is an extended region where the unbiased attractor is dominant, see Fig. 2a. Also, the attractor region of the negative bias state shown in Fig. 2c is quite large. The positive bias state, however, is limited to a narrow tube only, as it is seen in Fig. 2b. Details of the attractors of KII and KIII sets are given in (Kozma and Freeman, 2001). Results in Fig. 2 indicate that the stability of KIII cannot be achieved by using a fine-tuned set of parameters. Instead, we must acknowledge the co-existence of a range of attractors in many actual realization of the system and build robust KIII dynamics in this way (Kozma and Freeman, 1999).

The emerging field of neural computation involves dynamics in many ways. Neural networks with a wide variety of activation dynamics were proved to be capable of one-pass on-line learning, which stored sufficiently disparate arbitrary patterns as arbitrary attractors (Hirsch, 1989, 1996). In the KIII model, several learning tools are used. One is fast Hebbian learning of stimulus patterns. The other learning method is long-term habituation of background activity. Habituation can be modeled as incremental weight decay in the form of forgetting. A third mechanism involves non-linear adaptive control techniques (Werbos, 1992) aiming at the stabilization of aperiodic trajectories. All these learning methods exist in a subtle balance and their relative importance changes at various stages of the memory process (Kozma and Freeman, 2001). Readout of the encoded information takes place at the mitral level from the spatially coherent AM patterns. We evaluate the input-induced oscillations in the gamma band (20–80 Hz) across space. The change of the spatial AM pattern during the phase transition has been clearly observed. After the stimulus ceased, the activity returns to the basal state.

### Table 1

<table>
<thead>
<tr>
<th>Deterministic chaos</th>
<th>Stochastic chaos (s-chaos)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low dimensional</td>
<td>High dimensional</td>
</tr>
<tr>
<td>Extreme noise sensitivity</td>
<td>Feeds on noise</td>
</tr>
<tr>
<td>Autonomous</td>
<td>Engaged with environment</td>
</tr>
<tr>
<td>Stationary</td>
<td>Multi-stable, meta-stable</td>
</tr>
<tr>
<td>Typical in (temporal) dynamical systems</td>
<td>Spatio-temporal phenomenon</td>
</tr>
</tbody>
</table>

4. Mathematical models of non-autonomous dynamical systems

4.1. Noise effects in KIII

Noise has a special role in the KIII model. There are Gaussian noise components injected at different locations, at the input channels and also centrally at the AON. The input noise is spatially independent and rectified while the central noise is centrifugal and uniform in space with possible bias. Depending on the noise intensity and bias, resonance effects have been identified in the KIII model. Noise effects in KIII have certain similarity with SR but they have very crucial differences (Kozma and Freeman, 2000b). Following earlier convention, we will use the terminology Stochastic Chaos (SC) for the description of aperiodic behavior in brain dynamics which has been modeled by KIII (Freeman, 2000b; Kozma and Freeman, 2001; Werbos, 2000). Table 1 summarizes our present understanding on the relation between deterministic chaos and stochastic chaos.

SR has three main components, a bi- or multi-stable energy function, weak periodic) input signal, and a noise component (Gammaitoni et al., 1998; Moss and Pei, 1995). The addition of noise in stochastic resonance models can enhance the signal-to-noise ratio, which is of great practical importance for signal processing applications of SR. The interaction of noise with the oscillatory signal has a resonance character in the KIII model, as well. The oscillatory signal in the KIII model, however, is not coming from the external
world, but it is the result of the interaction of the various internal KIII components. Therefore, the signal may have an intimate interference with the noise in a KIII system, as compared with the pure input/output relationship in the case of SR (Kozma and Freeman, 2001). Another difference is that individual nodes exhibit chaotic behavior in SR, while chaos emerges only at the macroscopic level, as a collective phenomenon in brain chaos. The comparison of SR and CR is summarized in Table 2.

4.2. Stochastic dynamical systems

The work on the biologically motivated KIII model leads to a straightforward conclusion, we need to develop a ‘stochastic chaos theory’, a body of mathematics, which does for their kind of model the same kind of service which ordinary chaos does for ODE models. The need for such a development seems extremely obvious. The real puzzle is why this body of mathematics does not exist, or why — if it exists in some form — it has not been collected together and unified and disseminated in the same way as ordinary chaos theory has been disseminated. Years ago, ordinary nonlinear system dynamics and chaos theory went through amazing tribulation and resistance to their development. In the early years, some mathematicians talked about the need for a ‘qualitative theory of ODE’. They emphasized the need to develop a new field of mathematics, complementary to the more traditional mathematics of ODE, to address questions about qualitative behavior, which the earlier theory (however valuable) simply did not address, (Werbos, 2000).

After decades of effort, nonlinear systems theory now provides a large and growing literature on the qualitative behavior of systems of the form

$$\dot{x} = f(x, W) \quad \text{or} \quad x(t+1) = f(x(t), W)$$ (1)

where $x$ is a vector, $W$ is a set of weights or parameters, and where $\dot{\cdot}$ is physics notation for differentiation with respect to time. The KIII model is not so far away from the earlier ODE formulations. It may be written schematically as

$$\dot{x} = f(x, W) + \epsilon$$ (2)

where $\epsilon$ is a fairly small stochastic disturbance vector. In effect, Freeman has been pleading with mathematicians to provide an extension of chaos theory, to help him rigorously analyze the properties of models in this class. Based on biological principles, Freeman asserts that instead of the first order differential equation in the dynamical equations, one must use at least second order differential equations (Freeman, 1975).

The main obstacle to the development of non-autonomous chaos theory seems to be a matter of historical circumstances. One group of mathematicians is committed to a probabilistic view of the world, and they prove theorems, which address questions analogous to those, which were addressed by the mathematics of ODE, before chaos theory was developed. Another group has spent their lives working with a deterministic version of chaos, and is often sympathetic to the view that ‘noise’ should always be represented as the outcome of some underlying deterministic process. The challenge, in part, is how to settle new territory in the no-man’s-land between these groups, a land that no one has claimed as yet. These extreme alternatives do not fully address the needs of biology or of several other fields. Very often, the stochastic form given in Eq. (2) will be far more parsimonious (and easier to test) than a model, which requires a detailed, explicit deterministic account of every source of micro-

<table>
<thead>
<tr>
<th>Table 2</th>
<th>Stochastic resonance versus stochastic chaos</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stochastic resonance (SR)</td>
<td>Chaotic resonance (CR)</td>
</tr>
<tr>
<td>Given bi- (multi-) stable nonlinear system</td>
<td>Continuously changing multi-stable nonlinear system</td>
</tr>
<tr>
<td>Weak (periodic) signal transmitted</td>
<td>Fluctuating carrier signal of internal origin</td>
</tr>
<tr>
<td>External and internal noise magnifies the input signal by de-stabilizing chaos</td>
<td>Input and central noise stabilizes the system and amplifies the chaotic signals</td>
</tr>
<tr>
<td>Maximal signal-to-noise ratio at a well-defined noise level (resonance)</td>
<td>Maximum amplification at some intermediate noise level (resonance)</td>
</tr>
<tr>
<td>Chaotic components</td>
<td>Components are not chaotic and chaos is a collective feature</td>
</tr>
</tbody>
</table>
scopic or quantum noise which results in \( \epsilon \). Likewise, from the viewpoint of pure mathematics, it is a reasonable and well-posed question to ask what the qualitative behavior of such a system would be.

The first suggestion, then, is to try to reproduce the achievements of chaos theory for this more general class of systems, particularly for the case where \( \epsilon \) is small. In formal terms, we have to write a Stochastic Differential Equation (SDE) (El-Karoui and Mazliak, 1997). The need here is for a more unified and comprehensive qualitative theory of SDE, analogous to the modern qualitative theory of ODE, capable at a minimum of assisting (and simplifying) the analysis of KIII-type models. The term ‘stochastic chaos theory’ is the best term we can think of, in discussions between Kozma, Freeman and Werbos, (Werbos, 2000). Beyond this core body of mathematics, however, there is a need for other related types of mathematical tools here. Markov random fields are powerful tools that can help to enhance the analysis of spatio-temporal dynamics of KIII-type models.

4.3. Causality and spatio-temporal chaos in Markov random fields

The qualitative theory of ordinary SDE would already address Freeman’s current concerns, and might well provide a fully adequate foundation for computational neuroscience, coupled with adaptive control techniques to be used in learning, adaptation and stability control (Werbos, 1992). However, SDE themselves are a special case of a larger class of systems. SDE assume that the random disturbance ‘\( \epsilon(t) \)’ is not correlated with \( \mathcal{X}(\tau \leq t) \). This is called the ‘causality assumption’ in statistics. (More precisely, it is assumed that ‘\( \epsilon(t) \)’ is statistically independent of prior values of \( \mathcal{X} \) and \( \epsilon \).) Conventional time-series models, formulated as \( \mathcal{X}(t+1) = f(\mathcal{X}(t), \epsilon(t)) \), typically make the same assumption (Box and Jenkins, 1970). Note that \( \epsilon(t) \) typically is correlated with \( \mathcal{X}(\tau > t) \), because random disturbances typically do change the state of the system at later times.

More recently, mathematicians have become interested in the formal properties of mixed forwards-backwards SDE. In such models, random disturbances can cause effects both at later times and at earlier times. They claim that such models are useful both in optimal control and in economics; for example, they may lead to capabilities very similar to those of Dual Heuristic programming related to the Pontryagin equation (Werbos, 1994). Mixed forwards-backwards systems will be crucial to a more rigorous and concise reformulation of quantum field theory (Werbos, 1989, 1998, 1999; Zinn-Justin, 1996). There are certain critical experiments in physics — called ‘Bell’s Theorem’ experiments — which are designed to demonstrate that causality actually runs forwards and backwards through time, symmetrically, at the microscopic level (Penrose, 1994; Werbos, 1989). The earliest papers on this were published by DeBeauregard and Werbos and later cited by (Penrose, 1994) among others, although classic tract on quantum mechanics of Von Neumann (1958) clearly evinced a similar intuition.

If the physical universe we live in might actually be a mixed forwards-backwards system of some kind, then we need to understand the mathematics of such systems better than we now do. This is true, regardless of which formalism or theory survives future tests; indeed, deeper mathematical insight will be crucial to understanding the theories well enough to test them! Forwards-backwards SDE involves continuous time. To develop the mathematics, we may also consider the related issue of discrete time systems. The relevant time-forwards discrete systems can generally be written as \( \mathcal{X}(t+1) = f(\mathcal{X}(t), \epsilon(t)) \), with the causality assumption applied to \( \epsilon \). To define the forwards-backwards generalization of such systems, consider systems defined as Markov Random Fields (MRF) over the set of time points \( t = -\infty, \ldots, -2, -1, 0, 1, 2, \ldots, \infty \). We call this the ‘0+1−D’ special case of a more general space-time MRF system (Werbos, 1998); the ‘0+1’ refers to zero space dimensions and one time dimension.

The literature on space-like (\( n + 0 − D \)) MRFs is huge and diverse. It ranges from old discussions of lattice dynamics and spin-glass neural networks in physics, through to image processing technology, through to recent work by (Jordan, 1998) and others applying MRF mathematics to irregular
lattices representing systems of propositions or ‘belief networks’. Equations to introduce the MRF formalism are given in Appendix B.

For biology and physics, a key research goal is to better understand the ‘arrow of time’, and then to understand the interface between microscopic forwards-backwards symmetry and macroscopic time-forwards causality. This suggests one warm-up question at the 0+1-D level, when can a given dynamical process be represented equivalently as a time-forwards Markov process, as a time-backwards Markov process, and as mixed forwards-backwards process? In the 0+1-D case, when $g$ is taken from a finite set of possible values, a time-forwards Markov process splits the set of possible values into two subsets — the set of transient states (where probability always goes to zero, regardless of initial state) and of ergodic states. The ergodic core of this process — the process restricted to the ergodic states — can be represented equivalently as a time-forwards, time-backwards and mixed forwards-backwards MRF, in a driver representation, and it admits a neighborhood representation. But the presence of transient states (boundary conditions) in any of these three situations destroys any possibility of such equivalence or of a neighborhood representation; it is like nonstationarity in statistics.

5. Discussion-the role of mesoscopic elements in biocomplexity

For heuristic purposes, we define an intermediate level of brain function between single neurons or sparse networks of dendritic bundles and cortical columns operating at a microscopic level, and those large brain parts whose activities are observed with scalp EEG, fMR1, PET, and comparable optical imaging techniques in humans. We find it necessary to introduce the mesoscopic level to interpret data taken with 8×8 arrays of electrodes over cortical surfaces (Barrie et al., 1996; Freeman, 1992). These domains having diameters of 0.5–2 cm are much larger than columns, barrels and glomeruli, but they are at or below the lower limits of spatial resolution by macroscopic methods. Their properties are determined by the self-organizing chaotic dynamics of local populations of neurons, in which the delays introduced by the conduction velocities of the axons of participating neurons provide the limitations on mesoscopic sizes and durations.

Mesoscopic effects operating at spatial and temporal scales of 1 cm and 100 ms mediate between the two extremes of single neurons and the major lobes of the forebrain. They correspond in size to Brodmann’s areas and in duration to psychophysical events that compose perceptions. Mesoscopic effects provide a link between extreme local fragmentation and global uniformity. They change continually in space and time, requiring a very close relationship between dynamic events, e.g. EEG bursts, and the media through which the propagation occurs. This requires a nonlinear approach (Freeman, 1992; Skarda and Freeman, 1987). In physics, the importance of intermediate-range effects is well recognized (Gade and Hu, 1999; Kozma, 1998).

We illustrate the problem with Nunez’ ocean wave analogy (Freeman and Kozma, 2000; Nunez, 2000). Propagation of such waves leaves largely unchanged the properties of the water through which transmission takes place. In mathematics the linearity of a second order PDE formalizes this independence. Neural tissues are not passive media through which effects propagate as waves do in air and water. Extensive interactions between the propagating signal and the neural tissue, however, reveal that nonlinear effects are essential in brains, in which the dynamics is inseparable from the medium. The brain medium itself has an intimate relationship with the dynamics. There is a continuous excitation in the neural tissue, usually in sub-threshold regimes. Occasionally due to external stimuli, for example, the activity crosses a threshold. At that point the properties of the medium drastically change in a phase transition to accommodate changed external conditions. Mesoscopic elements are needed to introduce these nonlinearities, which are the essence of adaptation through perception and learning.

Conventional thermodynamics starts out by using very solid, reasonable and useful concepts about ergodic systems. In the rigorous concepts,
one can measure relative entropy of a specified probability distribution relative to the stable equilibrium distribution. The ‘entropy’ function is essentially just the logarithm of the invariant probability measure, which is simply the stable equilibrium probability distribution of possible states of the system. It is assumed that the entropy function of the universe is local and that it can be represented as the SUM of local entropy over all objects in the universe. Finally, it is assumed that the local entropy of an object is a function solely of the state of that object. This is equivalent to assuming that there never will be correlations across state in equilibrium — an indefensible a priori assumption! When one enforces that assumption, one can ‘deduce’ that life will not exist in equilibrium, ... that only the ‘heat death’ can ever survive in equilibrium in any universe. All by assumption. In this work we are interested in how to get beyond the locality assumption, how to develop some sorts of mathematical tools to deal with the entropy functions, which lead to phenomena like life.

Neurobiological observations provide a clue in this respect. What distinguishes brain chaos from other kinds is the filamentous texture of neural tissue called neuropil, which is unlike any other substance in the known universe (Freeman, 1995). Neural populations stem ontogenetically in embryos from aggregates of neurons that grow axons and dendrites and form synaptic connections of steadily increasing density. At some threshold the density allows neurons to transmit more pulses than they receive, so that an aggregate undergoes a state transition from a zero point attractor to a non-zero point attractor, thereby becoming a population. Mathematically such a property has been described in random graphs, where the connectivity density is an order parameter that can induce state transitions, (Bollobas, 1985; Erdos and Renyi, 1960; Kauffman, 1990). Accordingly, state transitions in neuronal populations can be interpreted as a kind of percolation phenomenon in the neurophil medium. The dendritic currents of single neurons that govern pulse frequencies sum their potential fields in passing across the extracellular resistance, giving rise to extraneuronal potential differences manifested in the EEG, which correspond to the local mean fields of pulse densities in neighborhoods of neurons contributing to the local field potentials. In early stages of development, these fields appear as direct current ‘d.c.’ fields with erratic fluctuations in the so-called ‘delta’ range < 1 Hz. The neurons are excitatory, and their mutual excitation provides the sustained aperiodic activity that neurons require to stay alive and grow.

Unlike transistors, neurons have a short shelf life if they are isolated and left inactive. The activity of an excitatory population is self-stabilized by a non-zero point attractor (Freeman, 1975), giving rise to a field of nearly white noise, up to a frequency limit determined by the duration of the action potentials. The feedback can be modeled as a one-dimensional diffusion process, which randomizes the input of each neuron with respect to others output and its own output. At some later stage, typically in humans after birth, cortical inhibitory neurons develop or transform from excitatory neurons, which contribute negative feedback, leading to the appearance of oscillations in the gamma spectrum of the EEG. The mutual excitation persists, and, in fact, is essential for the maintenance of the near-linear range of cortical oscillations through a depolarizing bias.

6. Concluding remarks

Our research aims at establishing methodological foundations of biocomplexity, its mathematical and computational aspects. We also demonstrate the application of the methodology on the example of sensory information processing. The intellectual challenge associated with the introduction of computational principles based on the newly developed theory of biocomplexity using stochastic chaos approach is enormous. It requires revisiting analytical tools of scientific research used in the modern ages, started with the Newtonian revolution. The major goal of this work is to show that there is a potential to overcome the shortcomings of the reductionist approach by laying down firm mathematical and methodological foundations of a new discipline at the interface of stochastic processes and dynamical systems. Our experience with sensory informa-
tion processing seems very useful in this respect, as the very existence of biological systems roots in their continuous interaction with the environment via sensory channels and the closely related feedback loop created by their actions. The present work is a step towards establishing methodological foundations of non-autonomous dynamical systems.
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Appendix A. Coupled map lattice (CML) equations

Globally coupled maps are defined as:

\[ x_{n+1}(i) = (1 - \alpha f(x_n(i))) + \frac{e}{N} \sum_{k=1}^{N} f(x_n(k)) \]  
(A1)

where \( x_n(i) \) is the field value at location \( i \) and time step \( n \); \( i = 1, \ldots, N \); \( N \) is the size of the one-dimensional lattice.

Globally coupled maps can be written in the form

\[ x_{n+1}(i) = (1 - \alpha f(x_n(i))) + \epsilon H_n \]  
(A2)

where \( H_n \) denotes the mean field

\[ H_n = \frac{1}{N} \sum_{k=1}^{N} f(x_n(k)) \]  
(A3)

The coupling strength \( \epsilon \) varies from 0 to 1. \( f(x) \) is a properly selected nonlinear mapping function. Function \( f(x) \) represents a nonlinear mapping. An example of the mapping function is the commonly used logistic function,

\[ f(x) = 1 - ax^2 \]  
(A4)

Intermediate-range coupling can be described by a modified version of Eq. (A3), in which the mean-field coupling \( H_n \) is replaced by the term

\[ h_n^{\delta}(i) = \frac{1}{(2K+1)K_k} \sum_{k=-K}^{K} f(x_n(i+k)) \]  
(A5)

where \( K \) is the coupling range, \( 1 < K < N/2 \).

Appendix B. Markov random field formalism

For a regular MRF model over lattice points \( t \) in space-time, we may write

\[ \Pr(\varphi(t)|\varphi(\xi), \xi \in N(t)) = \Pr(\varphi(t)|\varphi(\xi), \xi \neq t) \]  
(B1)

and we implicitly assume

\[ \Pr(\varphi(t)|\varphi(\xi), \xi \in N(t)) = \Pr(\varphi(t+\delta)|\varphi(\xi), \xi \in N(t+\delta)) \]  
(B2)

for all \( \delta \)

Eq. (B1) says that there is a set of points, \( N(t) \), the Neighborhood of \( t \), such that the probability of \( \varphi \) having any particular value at \( t \) only depends on the values of \( \varphi \) at other points in the neighborhood of \( t \); in other words, there is no independent or direct correlation between the value of \( \varphi(t) \) and the value of \( \varphi \) at any other point, outside the neighborhood. Eq. (B2) basically says that the dynamics of the system are the same at all points. It is possible to specify an MRF model simply by specifying the probability distribution on the left-hand side of Eq. (1); we call this a neighborhood representation.

Alternatively, one may define an MRF model by what we call a driver representation. In a driver representation, we specify a function \( P \), which is a different sort of probability distribution \( P(\varphi(t)|\varphi(\xi), \xi \in D(t)) \) where \( D(t) \) is a ‘driver set’ of points near \( t \). When a driver and a neighborhood representation are both possible, the neighborhood is usually twice as wide as the driver set, roughly. Thus \( \delta \) does not hold for the driver set! Instead, the driver set has a property, which may be represented crudely as

\[ \Pr(\{\varphi(t), t \in R\}|\varphi(\xi), \xi \in \delta R) \]

\[ = \prod_{t \in R} P(\varphi(t)|\varphi(\xi), \xi \in \delta R(t)) \]  
(B3)

where \( R \) is essentially any region of space-time and where \( \delta R \) is a ‘border region’ (set of points immediately surrounding \( R \)). The ordinary time-forwards dynamic system described above is a special case of Eq. (B3), in effects, where the driver set \( D(t) \) is the set of time-points \( t-1, \ldots, t-k \). In the time-series example, notice that \( \varphi(t) \) will be corre-
lated with $x(t+1)$, normally; thus $t+1$ will be in $N(t)$ but not in $D(t)$.

References


