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Abstract

Motivated by an application in controllability we consider maximum matchings in random bipartite graphs \( G = (A; B) \). First we analyse Karp-Sipser’s algorithm to determine the asymptotic size of maximum matchings in random bipartite graphs with a fixed degree distribution. We then allow an adversary to delete one edge adjacent to every vertex in \( A \) in the more restricted model where each vertex in \( A \) chooses \( d \) neighbours uniformly at random from \( B \).

1 Introduction

We are interested in finding large matchings in random bipartite graphs. The motivation comes in part from recent work by Liu, Slotine, and Barabási [16], in which they used a characterisation by Lin [15] of structural controllability to show how large matchings in random bipartite graphs play a crucial role in obtaining bounds on the number of nodes needed to control directed networks. We will give a short description of this connection in Section 2.

Matchings in bipartite graphs are a classical problem in graph theory. The famous theorem of Hall [10] states that a bipartite graph with vertex sets \( V_1 \) and \( V_2 \) contains a matching of size \( |V_1| \) if and only if for every set \( S \subseteq V_1 \) we have \( |S| \leq |\Gamma(S)| \) where \( \Gamma(S) \) is the neighbourhood of \( S \). One can use this characterisation to show that in a random bipartite graph \( G(n, n, p) \) with vertex sets \( V_1 \) and \( V_2 \) of the same size \( n \) where each of the possible \( n^2 \) edges is present with probability \( p \) independent of the presences or absence of all other edges, with high probability there is a matching of size \( n \) if there is no isolated vertex. The random bipartite graph \( G(n, n, p) \) has no isolated vertices with high probability if \( np - \log n \) tends to infinity as \( n \) tends to infinity, see for example [11].

Finding matchings in general graphs is a well-studied problem and polynomial time algorithms are known to find maximum matchings, see for example [7, 17]. We will analyse a far simpler algorithm developed by Karp and Sipser [14] which we will introduce in Section 3.3. This algorithm is known to work well asymptotically almost surely on sparse random graphs [1]. Bohman and Frieze [4] analysed this algorithm for the class of graphs which have no vertices of degree smaller than \( \delta \geq 2 \).
or larger than $\Delta$, and $\delta n_{\delta}, \ldots, \Delta n_{\Delta}$ forms a log-concave sequence. Here $n_d$ is the number of vertices of degree $d$. We generalise this result in Section 3 to more general degree distributions and develop a simpler proof. Bohman and Frieze used the differential equation method to track the number of vertices of each degree whereas we use generating functions and will see that we only need to track two variables. Non-algorithmic proofs for slightly more precise results can be found in [5] and also in [18]. In particular the authors determine the size of a maximum matching in a random bipartite graph with a fixed degree distribution under some mild assumption on these distributions.

Motivated by the application in controllability we discuss briefly in Section 4 the presence of an adversary in a more restricted model. More precisely, we consider a random bipartite graph $G = (A \cup B, E)$ with $|A| = n$ and $|B| = (1 + \varepsilon)n$. Each vertex in $A$ is adjacent to $d$ neighbours chosen uniformly at random from $B$. We allow repetition, so this is a multigraph. An adversary is then able to remove a single edge adjacent to each vertex of $A$, with the aim of minimising the size of the largest matching. The complete proofs can be found in [2]. Melsted and Frieze [9] analysed the Karp–Sipser algorithm for the random bipartite graph where each vertex in a partition class of size $n$ chooses $d$ neighbours uniformly at random without an adversary.

2 Controllability

Roughly speaking, controllability is concerned with which elements of a network one needs to be able to manipulate — a control set — to be able to force the entire network into any desired state. More precisely, we have a vector $x \in \mathbb{R}^n$ that evolves according to a system of equations $dx(t)/dt = f(x) + y(t)$ where $y \in \mathbb{R}^n$ is a ‘controlling’ term with $y_i(t) = 0$ whenever $i$ is not in the control set. We are interested in the smallest control set $S$ such that by varying $y_i$ for $i \in S$ suitably we can force $x$ into any desired state in finite time. We consider the simpler case when the changes are linear. We have a vector $x(t) = (x_1(t), x_2(t), \ldots, x_n(t))$ which represents the current state of a system with $n$ nodes at time $t$; the $n \times n$ matrix $A$ showing the topology of the system signalling interactions between nodes and the $n \times m$ matrix $B$ that identifies the set of nodes controlling the system. Thus we are interested in $dx(t)/dt = Ax(t) + Bu(t)$. The canonical controllability criterion according to Kalman [12] is that the $n \times nm$ matrix $C = (B, AB, A^2B, \ldots, A^{n-1}B)$ has full rank. In applications it is often impossible to measure the entries of $A$ exactly or they may be time dependent (for example internet traffic). Structural Control-
Controllability circumvents this problem by allowing us to choose the non-zero entries in $A$ and $B$ such that $C = (B, AB, A^2B, \ldots, A^{n-1}B)$ has maximal rank. It can be shown \cite{15, 19} that a system that is structurally controllable is controllable for almost all choices of the entries, except for some pathological cases of zero measure that occur when the system parameters satisfy certain accidental constraints. Structural controllability has applicability in many areas beyond classical control systems, including in large-scale networks found in national critical infrastructures such as energy and telecommunication networks, and where such networks interact, as e.g., in Smart Grid control systems \cite{6}.

From a graph-theoretic point of view structural controllability is attractive because one can interpret the problem as a directed graph problem: first one observes that if one can choose the entries freely one can always assume that the entries $b_{ij}$ of $B$ are 0 if $i \neq j$ and 1 if $i = j$. Hence one only needs to consider $A$ which can be represented by a directed graph $G$ with a directed arc between a vertex $i$ and $j$ if $a_{ij} \neq 0$, i.e., if variable $x_i$ affects $dx_j/dt$. For example:

\[
\begin{align*}
\frac{dx_1}{dt} &= ax_1 + bx_2 + y_1 \\
\frac{dx_2}{dt} &= cx_1 \\
\frac{dx_3}{dt} &= dx_2
\end{align*}
\]

Graph $G$.

Equations

Controlling set

There are fairly simple obstructions for a set $S$ to control a network:

Inaccessibility: There is a vertex $v$ such that there is no directed path from any vertex $u \in S$ to $v$.

Dilation: There is a subset of vertices $X$, $X \cap S = \emptyset$, such that the size of the in-neighbourhood is smaller than $|X|$.

Lin \cite{15} showed that these necessary conditions are indeed sufficient, that is, if there are no inaccessible vertices and no dilation then the set $S$ controls the network. He also showed that the number of nodes needed to control a system is equal to the minimum number of vertex-disjoint cacti that span $G$. To define a cactus we need to define stems and buds first. A stem is a simple directed path. The first vertex is called the root and the last vertex is called the top of the stem. A bud is a simple directed cycle with an additional edge that ends but does not begin in a vertex of the cycle. A cactus consists of a stem and a collection of disjoint buds such that the initial vertex of the additional edge of each bud belongs to the stem. We may also assume that this initial vertex is not the top vertex. The following is an example of a cactus.
Consider the undirected bipartite graph $B$ obtained from a directed graph $G$ by splitting each vertex $v$ into $v^+$ and $v^-$ and adding an edge between $v^+$ and $v^-$ in $B$ if there is a directed edge $uv$ in $G$.

Note that a matching $M$ in $B$ corresponds to a union of $|V(G)| - |M|$ (possibly trivial) directed paths and some number of directed cycles in $G$. But in a sparse random graph there are whp only $o(n)$ directed cycles as the expected number of directed cycles of length $k$ is constant for each fixed $k$. Hence if one wants to find the minimum number of disjoint cacti that span a sparse random graph up to an $o(n)$ term then one is interested in a maximum matching in $B$. Indeed, a vertex cover by $t$ cacti gives rise to a vertex cover of $t$ directed paths and $o(n)$ directed cycles, while a cover by $t$ directed paths and $s = o(n)$ directed cycles gives rise to a cover by $t + s$ directed paths, which can be considered as $t + s$ cacti.

3 Maximum matchings in random bipartite graphs with a fixed degree distribution

3.1 The random graph models

Fix two sequences $(z_i)_{i=0}^\infty$ and $(\hat{z}_i)_{i=0}^\infty$ such that $z_i, \hat{z}_i \geq 0$ and

$$0 < \mu := \sum_{i=0}^\infty iz_i = \sum_{i=0}^\infty i\hat{z}_i < \infty. \quad (3.1)$$

We consider a sequence of random bipartite (multi-)graphs $B_n = (V_n \cup \hat{V}_n, E_n)$ with bipartite classes $V_n$ and $\hat{V}_n$ such that

$$|V_n| = (1 + o(1))n \sum_{i=0}^\infty z_i, \quad |\hat{V}_n| = (1 + o(1))n \sum_{i=0}^\infty \hat{z}_i,$$
by fixing the degrees of the vertices in $V_n$ and $\hat{V}_n$ in such a way that as $n$ tends to infinity the number of vertices of degree $i$ in $V_n$ is $(1 + o(1))nz_i$ and the number of vertices of degree $i$ in $\hat{V}_n$ is $(1 + o(1))n\hat{z}_i$. Naturally, we require that the sum of the degrees in $V_n$ and $\hat{V}_n$ are the same. For technical reasons we assume that the total number of edges is $(1 + o(1))n\mu$. This assumption is mainly to avoid examples such as a sequence of double stars which have average degree 2 but all but two vertices have degree 1 and the size of the maximum matching is 2. Note that we do not require that $|V_n| = |\hat{V}_n|$ nor do we require that the distributions $(z_i)$ and $(\hat{z}_i)$ are the same.

Having fixed the degrees $d(v)$ of the vertices $v \in V_n \cup \hat{V}_n$, we choose the edges randomly using the configuration model, that is, each vertex $v$ is replaced by the appropriate number of configuration points $v_1, \ldots, v_{d(v)}$ and a perfect matching is chosen uniformly at random over all perfect matchings between the set of configuration points of $V$ and the configuration points of $\hat{V}$. We then identify the configuration points corresponding to each vertex to obtain the bipartite multi-graph $B_n$ with vertex classes $V$ and $\hat{V}$.

We will also consider the corresponding non-bipartite version $G_n = (V_n, E_n)$ where we have a single degree distribution $(z_i)_{i=0}^{\infty}$, $|V_n| = (1 + o(1))n\sum z_i$, and the total number of configuration points is chosen to be even and asymptotically $(1 + o(1))n\mu$, where $\mu = \sum iz_i < \infty$.

We are interested in the size of a maximum matching up to an $o(n)$ error. Because of the error term we may assume that the degrees are in fact bounded by an absolute constant $\Delta$. To see this, note that adding or removing a single edge from a graph can affect the size of the maximum matching by at most 1. Since our distributions have finite mean we have that for all $\varepsilon > 0$, we can choose $\Delta$ sufficiently large such that

$$\sum_{i=0}^{\Delta} iz_i \geq \mu - \varepsilon.$$ 

Let $n_i^{(n)}$ be the number of vertices of degree $i$ in $V_n$. Then, since $|E_n| = (1 + o(1))n\mu$ (in the bipartite case), we have that for sufficiently large $n$

$$\sum_{i=0}^{\Delta} in_i^{(n)} \geq n(\mu - 2\varepsilon) \geq |E_n| - 3\varepsilon n.$$ 

Therefore there are at most $3\varepsilon n$ edges in $B_n$ that are incident to vertices in $V_n$ of degree more than $\Delta$. By choosing $\Delta$ sufficiently large we can assume the same for $\hat{V}_n$. Hence removing at most $6\varepsilon n$ edges results in a
graph of maximum degree at most $\Delta$ with a degree distribution that is asymptotically $6\varepsilon$ close to the original distribution. Moreover, it has a maximum matching that is within $6\varepsilon n$ of the original graph. A similar argument holds in the non-bipartite case of $G_n = (V_n, E_n)$. Thus we may assume for the remainder of the paper that the degrees are bounded by an absolute constant $\Delta$ which is independent of $n$. Similarly, by modifying the degrees of $o(n)$ vertices we may in fact assume that there are exactly $z_i n$ vertices in $V_n$ and $\hat{z}_i n$ vertices in $\hat{V}_n$ of degree $i$. (Assuming of course that the $z_i$, $\hat{z}_i$ are rational, $n$ is a multiple of their denominators, and $\sum i z_i n$ is even in the non-bipartite case.) To simplify notation we shall usually drop the subscript $n$ and write the graphs as $B = (V, E)$ or $G = (V, E)$.

3.2 Results

We consider the following generating functions. Let

$f(x) = \sum_{i=0}^{\Delta} z_i x^i$ and $\hat{f}(x) = \sum_{i=0}^{\Delta} \hat{z}_i x^i$.

Note that $|V| = f(1)n$, $|\hat{V}| = \hat{f}(1)n$ and $\mu = f'(1) = \hat{f}'(1)$, so that $|E| = f'(1)n = \hat{f}'(1)n$.

Let $w_1, w_2, \hat{w}_1, \hat{w}_2$ be the smallest non-negative solutions to the following simultaneous equations

$$
\begin{align*}
  w_1 &= f'(\hat{w}_2) / f'(1), \\
  w_2 &= 1 - f'(1 - w_1), \\
  \hat{w}_1 &= \hat{f}'(w_2) / \hat{f}'(1), \\
  \hat{w}_2 &= 1 - \hat{f}'(1 - w_1).
\end{align*}
$$

(3.2)

Define

$$
\begin{align*}
  \xi &= f(1) + \hat{f}(1) - f(\hat{w}_2) - \hat{f}(1 - w_1) - \hat{f}'(1 - w_1) w_1, \\
  \hat{\xi} &= f(1) + \hat{f}(1) - \hat{f}(w_2) - f(1 - \hat{w}_1) - f'(1 - \hat{w}_1) \hat{w}_1.
\end{align*}
$$

(3.3)

Theorem 3.1  Suppose that $\xi \leq \hat{\xi}$ and that

$$
\frac{\beta f''(\alpha)}{f'(\alpha + \beta) - f'(\alpha)}, \quad \frac{\hat{\beta} \hat{f}''(\hat{\alpha} + \hat{\beta})}{\hat{f}'(\hat{\alpha} + \hat{\beta}) - \hat{f}'(\hat{\alpha})} \leq 1
$$

(3.4)

along the trajectory $(\alpha, \beta, \hat{\alpha}, \hat{\beta})$ starting at $(\hat{w}_2, 1 - \hat{w}_1 - \hat{w}_2, w_2, 1 - w_1 - w_2)$ and evolving according to the differential equations given in (3.9) up until the point at which $\phi = \sqrt{\delta}$. Then with probability tending to 1 as $n \to \infty$, the size of a maximum matching in $B = (V \cup \hat{V}, E)$ is

$$(\xi - O(\sqrt{\delta})) n.$$
The conditions in Theorem 3.1 are somewhat awkward to check, however a much simpler statement is possible in the symmetric case when $z_i = \tilde{z}_i$.

**Theorem 3.2** Suppose that $z_i = \tilde{z}_i$ for all $i$, so that $f = \tilde{f}$, $w_i = \tilde{w}_i$, and $\xi = \tilde{\xi}$, and suppose that $f''(x)^{-1/2}$ is convex on $[0,1]$. Then with probability tending to 1 as $n \to \infty$, the size of a maximum matching in $B = (V \cup \tilde{V}, E)$ is

$$\left(\xi - o(1)\right)n.$$ 

This last result also generalises to the non-bipartite case.

**Theorem 3.3** Let $f(x) = \sum_i z_i$ be the generating function of $(z_i)_{i=0}^\infty$. Suppose that $f''(x)^{-1/2}$ is convex on $[0,1]$. Define $w_1$ and $w_2$ to be the smallest non-negative solutions to the following simultaneous equations

$$w_1 = \frac{f'(w_2)}{f'(1)}; \quad w_2 = 1 - \frac{f'(1-w_1)}{f'(1)}.$$ 

Let $\xi = 2f(1) - f(w_2) - f(1-w_1) - f'(1-w_1)w_1$. Then with probability tending to 1 as $n \to \infty$, the size of a maximum matching in $G = (V, E)$ is

$$\left(\xi - o(1)\right)n.$$ 

Let us remark that the condition that $f''(x)^{-1/2}$ is convex (or equivalently $2f''(x)f^{(4)}(x) \leq 3f^{(3)}(x)^2$) holds for a wide variety of distributions, in particular it is implied by the log-concavity of $d z_d$ which was assumed in [4]. We will discuss this condition later.

### 3.3 Karp–Sipser’s algorithm

Given a graph $G$, Karp–Sipser’s algorithm is a randomized algorithm that starts with an empty graph $G'$ on the same vertex set, and chooses at each step an edge $e$ of $G$, adds $e$ to the graph $G'$ and deletes $e$ and all edges incident to $e$ from $G$. If there are vertices of degree 1 in $G$ then Karp–Sipser’s algorithm chooses an edge incident to a vertex of degree 1 independently at random from all those edges. If there are no vertices of degree 1 then the Karp–Sipser’s algorithm chooses an edge uniformly at random from all remaining edges of the graph.

For ease of exposition, we will delete the end vertices of $e$ from the graph $G$ when $e$ is added to the matching. We shall say that a vertex becomes isolated if its degree is reduced to zero without it being included in the matching.

One key property of the Karp–Sipser algorithm is that it is optimal as long as there are degree 1 vertices, as given any degree 1 vertex $v$
meeting the edge $e$, there is always some maximum matching containing the edge $e$. We split the Karp–Sipser algorithm into two phases. The first phase is all steps of the algorithm that occur before the first time when there are no degree 1 vertices left. The second phase is the remaining steps of the algorithm. As noted, the first phase is always optimal, so we can bound the difference between the size of the matching $M_{KS}$ produced by the Karp–Sipser algorithm and the size of a maximum matching $M_{\text{max}}$. Indeed, suppose after the first phase the graph $G$ has $N$ remaining non-isolated vertices. If $N_0$ of these $N$ vertices are not matched in the second phase of Karp–Sipser, then

$$|M_{KS}| \leq |M_{\text{max}}| \leq |M_{KS}| + \lfloor N_0/2 \rfloor.$$ 

Indeed, the best we can hope for in the second phase is an additional $\lfloor N/2 \rfloor$ edges in our matching, so if we have $(N - N_0)/2$ additional edges then we are at most $\lfloor N_0/2 \rfloor$ short of a maximum matching. In the bipartite case we can say even more. Suppose there after the first phase the graph $B$ has $N$ remaining non-isolated vertices in the smaller bipartite class. If $N_0$ of these $N$ vertices are not matched in the second phase of Karp–Sipser, then

$$|M_{KS}| \leq |M_{\text{max}}| \leq |M_{KS}| + N_0,$$

as the maximum possible matching of the remaining edges would contain at most $N$ edges.

Another key property of the Karp–Sipser algorithm is that at every step, if we condition on the degrees of the remaining vertices, the edges are distributed according to the configuration model. Indeed, we need only reveal the configuration as necessary as the algorithm proceeds. So, for example, when we choose a random edge we choose two configuration points uniformly at random and when we determine the neighbour of a particular configuration point, it is chosen uniformly at random from the collection of remaining configuration points. This gives the correct probability distribution of choices at each stage as in a uniformly chosen perfect matching, choosing a random edge is equivalent to picking two configuration points uniformly at random, and each configuration point is matched to another configuration point with a uniform distribution. Also, conditioning on the existence of an edge, the perfect matching of the remaining configuration points has a uniform distribution.

In Section 3.4 it will be convenient to modify the algorithm slightly so that when there are several vertices of degree 1 we do not necessarily choose one uniformly at random, but instead choose them according to some other scheme. The argument above still applies however, as long as the choice of degree 1 vertex does not depend on the edge it is incident
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to (i.e., on the choice of its matching configuration point). In Section 3.5 we will modify the algorithm further, allowing mistakes where an edge is chosen uniformly at random from the graph even when a small number of degree 1 vertices exist. Once again, the above argument is unaffected as long as the algorithm depends only on the degrees of the remaining vertices and not on the specific edges between them.

3.4 The first phase of Karp–Sipser

To analyse the first phase of the Karp–Sipser algorithm we will use branching-process techniques. It will turn out that the finite neighbourhood of most vertices is a tree and therefore branching processes are a good approximation. We will analyse the first phase of the algorithm in rounds. A round consist of marking all the degree 1 vertices and then processing each of these in some order. (The actual order is arbitrary, as long as it does not depend on the edges incident to these vertices.) Note that some of the degree 1 vertices may become isolated before they are processed in which case they are simply ignored in subsequent rounds. Note that strictly speaking this is a slight modification of Karp–Sipser, as we insist that all vertices of degree 1 in round $t$, say, are processed before any vertex of degree 1 that is generated by the removal of edges in round $t$.

Consider a vertex $v$ and all vertices at distance at most $t$ from $v$. The vertex $v$ is called $t$-good or good if its $t$-neighbourhood is a tree. Otherwise it is bad. The next lemma shows that most vertices are good when $t = o(\log n)$.

Lemma 3.4 Assume that $t = o(\log n)$. Then with high probability the number of bad vertices is $o(n)$.

Proof We just give the proof for the bipartite case as non-bipartite case is similar. Fix a vertex $v_1$ and consider its $t$-neighbourhood. If $v_1$ is bad then this neighbourhood must contain a cycle. Pick a shortest such cycle and a shortest path connecting this cycle to $v_1$. This way we obtain a path $v_1, v_2, \ldots, v_\ell$ such that $\ell \leq 2t + 1$ and $v_\ell$ is adjacent to some $v_j$, $j < \ell - 1$, or doubly adjacent to $v_{\ell-1}$. We count the expected number of such configurations. The probability of one such configuration is bounded from above by

\[
\left( \prod_{i=1}^{\ell-1} \frac{d(v_i)d(v_{i+1})}{|E| - i + 1} \right) \frac{d(v_\ell)d(v_j)}{|E| - \ell + 1} \leq \frac{\Delta^{2\ell}}{(|E| - \ell)^t} \leq \frac{\Delta^{2\ell}}{|E|^{t-1}(|E| - \ell^t)}.
\]

Indeed, conditioning on the presence of particular edges from $v_k$ to $v_{k+1}$
for $k < i$, the probability of an edge from $v_i$ to $v_{i+1}$ is at most

$$\frac{d(v_i)d(v_{i+1})}{|E| - i + 1}$$

as for each of the $d(v_i)$ (actually $d(v_i) - 1$ for $i > 1$) configuration points corresponding to $v_i$, there are at most $d(v_{i+1})$ out of the remaining $|E| - i + 1$ configuration points in the other bipartite class that this point can be joined to, and each are equally likely.

The number of such configurations is at most $\ell|E|^\ell - 1$ as there are at most $|E|$ choices for each of the vertices $v_2, \ldots, v_\ell$ and $\ell$ choices for $j$. (Clearly isolated vertices are not valid choices for the $v_i$ and so there at most $|E|$ choices for each vertex.) Hence the probability of $v_1$ being bad is at most $\ell\Delta^2/(|E| - \ell^2) \leq c^\ell/n$ for some $c > 0$ as $|E| \sim \mu n$ and $\ell = o(\log n)$. The result now follows from Markov’s inequality as

$$\Pr[\text{number of bad vertices} \geq \alpha] \leq c^\ell/\alpha.$$
Thus \( v \) is lonely at distance 1. On the other hand, all the children of \( v \) are matched or isolated, it is clear whether a vertex becomes isolated or of degree 1 during the first \( \lfloor t/2 \rfloor \) rounds.

Proof. Note first that whatever happens during the first \( \lfloor t/2 \rfloor \) rounds to vertex \( v \) only depends on the tree rooted at \( v \) of depth \( t+1 \). In particular whether a vertex becomes isolated or of degree 1 during the first \( \lfloor t/2 \rfloor \) rounds only depends on this tree.

We now observe that as long as no chosen matching edge contains the root \( v \), all matching edges connect a \( v \)-lonely vertex (with respect to \( t \)) with an \( v \)-popular parent (with respect to \( t \)). Indeed, after \( i \) rounds, if \( v \) is not matched then any \( v \)-popular vertex at distance at least \( t - 2i \) from \( v \) will be matched with a child that is \( v \)-lonely, and any \( v \)-lonely vertex at distance at least \( t + 1 - 2i \) from \( v \) will be either matched or become isolated. Note that no vertex at level \( t \) can be \( v \)-popular, so any \( v \)-lonely vertex at distance \( t \) or \( t - 1 \) from \( v \) has no children. Hence, assuming \( v \) is not matched or isolated after \( \lfloor t/2 \rfloor \) rounds, then all its \( v \)-popular children will have been matched, leaving it isolated if \( v \) is itself lonely. If \( v \) is lonely and matched, then it must have done so because it became degree 1. The vertex \( u \) that it is matched to is clearly popular with respect to \( t - 1 \) as it is \( v \)-popular. Thus \( u \) has a \( v \)-lonely child, which is \( u \)-lonely with respect to \( t - 1 \). On the other hand, all the children of \( v \) other than \( u \) were matched after \( \lfloor t/2 \rfloor - 1 \) rounds and so must be \( v \)-popular with respect to \( t - 2 \). Thus \( v \) is \( u \)-lonely with respect to \( t - 1 \). Hence \( u \) has two \( u \)-lonely children and so is popular with respect to \( t - 1 \).

Similarly, if \( v \) is popular, then at least two of its children are \( v \)-lonely. But all of their children are then matched within the first \( \lfloor t/2 \rfloor - 1 \) rounds, and so these children are of degree 1 before round \( \lfloor t/2 \rfloor \). Thus \( v \) is matched in this round if not before. Since \( v \) has two children that are \( v \)-lonely, and \( v \)-lonely vertices can only be matched to their parent prior to \( v \) being matched or isolated, it is clear \( v \) does not become isolated or degree 1,
but instead is matched to one of its children. This child $u$ is clearly lonely with respect to $t + 1$ as all its neighbours (including $v$) are $u$-popular ($v$ itself having a lonely child other than $u$).

Now assume $v$ is normal. Then not all of its children are $v$-popular and therefore not all of its children can be removed during this process. Therefore $v$ never becomes isolated. Now assume $v$ is matched to $u$ and assume for a contradiction that $u$ is not normal with respect to $t - 1$. Before $v$ is matched, the only children it can lose are $v$-popular by the observation above. Moreover, these $v$-popular neighbours have degree at least 2 or are matched to an $v$-lonely child. Assume first that $u$ is popular with respect to $t - 1$. Since $v$ is normal there must be at least one neighbour $w$ of $v$ that is not $v$-popular with respect to $t$ and therefore won’t be removed before $v$ is matched. This means $v$ has degree at least 2 when it is matched. But $u$ must have a $u$-lonely neighbour other than $v$ that cannot be matched except to $u$. Hence $u$ also has degree 2 or is matched to a $u$-lonely vertex which is not $v$. Therefore $uv$ cannot be a matching edge.

Now assume that $u$ is matched to an $v$-lonely child. Assume first that $u$ is popular with respect to $t$. Since $v$ is normal there must be at least one neighbour $w$ of $v$ that is not $v$-popular with respect to $t$ and therefore won’t be removed before $v$ is matched. This means $v$ has degree at least 2 when it is matched. But $u$ must have a $u$-lonely neighbour other than $v$ that cannot be matched except to $u$. Hence $u$ also has degree 2 or is matched to a $u$-lonely vertex which is not $v$. Therefore $uv$ cannot be a matching edge.

Now assume that $u$ is matched to an $v$-lonely child. Assume first that $u$ is popular with respect to $t - 1$. Since $v$ is normal there must be at least one neighbour $w$ of $v$ that is not $v$-popular with respect to $t$ and therefore won’t be removed before $v$ is matched. This means $v$ has degree at least 2 when it is matched. But $u$ must have a $u$-lonely neighbour other than $v$ that cannot be matched except to $u$. Hence $u$ also has degree 2 or is matched to a $u$-lonely vertex which is not $v$. Therefore $uv$ cannot be a matching edge.

We will show that the solutions $w_1$, $w_2$, $\hat{w}_1$, and $\hat{w}_2$ of (3.2) mentioned in the introduction represent the probability of a vertex in $V$ or $\hat{V}$ being $v$-lonely or $v$-popular if they are close to a good vertex $v$. We use iterated versions of $w_1$ and $w_2$ to make this precise. In particular, we define $w_i(t)$ and $\hat{w}_i(t)$ using the following recursion.

Set

$$w_1^{(0)} = w_2^{(0)} = \hat{w}_1^{(0)} = \hat{w}_2^{(0)} = 0,$$

and for $t \geq 1$ inductively define

$$w_1^{(t)} = \frac{f'(\hat{w}_2^{(t-1)})}{f'(1)} - w_1^{(t-1)}, \quad w_2^{(t)} = 1 - \frac{f'(\hat{w}_1^{(t-1)})}{f'(1)} ,$$

and

$$\hat{w}_1^{(t)} = \frac{f'(w_2^{(t-1)})}{f'(1)} - \hat{w}_1^{(t-1)}, \quad \hat{w}_2^{(t)} = 1 - \frac{f'(1-w_2^{(t-1)})}{f'(1)} .$$

(3.5)

**Theorem 3.6** Let $t = o(\log n)$ and fix a good vertex $v$. For all $i = 1, \ldots, t$ the following holds.

(a) The probability that a vertex $u$ in $V$ at distance $t + 1 - i$ is $v$-lonely with respect to $t$ conditioned on its existence and the tree of depth $t$
from \( v \) except for the branch rooted at \( u \) is \( w^{(i)}_1 + O(c^{t+1}/n) \) for some constant \( c \).

(b) The probability that a vertex \( u \) in \( V \) at distance \( t + 1 - i \) is \( v \)-popular with respect to \( t \) conditioned on its existence and the tree of depth \( t \) from \( v \) except for the branch rooted at \( u \) is \( w^{(i)}_2 + O(c^{t+1}/n) \) for some constant \( c \).

The corresponding statements hold for \( u \in \hat{V} \) with \( w^{(i)}_1 \), \( w^{(i)}_2 \) replaced with \( \hat{w}^{(i)}_1 \), \( \hat{w}^{(i)}_2 \) respectively. Moreover, these results remain true even conditioned on the location of \( O(c^t) \) edges outside of the tree of depth \( t \) from \( v \).

**Proof** The statements are clearly true for \( i = 0 \) as all vertices at level \( t + 1 \) are \( v \)-normal with respect to \( t \).

Assume that we explored the entire tree with root \( v \) of depth \( t + 1 \) except for one branch starting at level \( t + 1 - i \). We know that there is an edge from level \( t - i \) to a vertex \( u \) but we do not know anything further about this branch. Note that in the configuration model we have fixed at most \( \Delta t + 1 \) edges. The probability that \( u \) is \( v \)-lonely (conditioning on the remaining tree) is

\[
\sum_{k=0}^{\Delta t - 1} \mathbb{P}(u \text{ has children } u_1 \ldots u_k) \prod_{j=1}^{k} \mathbb{P}(u_j \text{ is } v\text{-pop.} \mid u_1 \ldots u_{j-1} \text{ are } v\text{-pop.}).
\]

The probability that at the beginning, we choose an edge adjacent to vertex of degree \( k + 1 \) is \( (k + 1)\Delta t / \mu \) and hence the probability that \( u \) has \( k \) children is

\[
\frac{(k + 1)\Delta t + O(\Delta^t)}{|E| + O(\Delta^t)} = \frac{(k + 1)\Delta t + O(\Delta^t)}{\mu} + O(\Delta^t/n).
\]

Note that the \( O(\Delta^t) \) term takes care of the edges that are already fixed. The probability \( p_k \) that a child \( u_k \) of \( u \) is \( v \)-popular with respect to \( t \) conditioned on the remaining tree including the other children of \( u \) is by
induction hypothesis \( \hat{w}_2^{(i-1)} + O(c^{t+i-1}/n) \). Thus (3.6) gives
\[
\sum_{k=0}^{\Delta-1} \left( \frac{(k+1)z_{k+1}}{\mu} + O(\Delta^t/n) \right) p_k^k
\]
\[
= \sum_{k=0}^{\Delta-1} \frac{(k+1)z_{k+1}}{\mu} p_k^k + O(\Delta^{t+1}/n)
\]
\[
= f'(p_k) + O(\Delta^{t+1}/n)
\]
\[
= \frac{f''(\hat{w}_2^{(i-1)})}{f'(1)} + O(c^{t+i-1}/n) + O(\Delta^{t+1}/n).
\]

Here we used that \( p_k = \hat{w}_2^{(i-1)} + O(c^{t+i-1}/n) \) is between 0 and 1 and that the maximum second derivative of \( f \) in \([0,1]\) is \( f''(1) \). Note that the first term is by definition \( w_1^{(i)} \) and the error term is \( O(c^{t+1}/n) \) provided \( c > \max\{f''(1)/f'(1), \Delta\} \).

The other statements are proved analogously.

**Theorem 3.7** Let \( t = t(n) \to \infty \) with \( t = o(\log n) \). Then the following hold whp.

(a) The number of good vertices \( v \in V \) that are lonely w.r.t. \( t \) is \( f(\hat{w}_2) + o(1)n \).

(b) The number of good vertices \( v \in V \) that are popular w.r.t. \( t \) is \( f(1) - f(1 - \hat{w}_1) - f'(1 - \hat{w}_1)\hat{w}_1 + o(1)n \).

(c) The number of good vertices \( v \in V \) that remain unmatched and non-isolated after \( t \) rounds is \( (f(1) - f(\hat{w}_1) - f'(1 - \hat{w}_1)\hat{w}_1 + o(1))n \).

(d) The number of vertices \( v \in V \) that are of degree \( k \geq 1 \) after \( t \) rounds is \( (z_k' + o(1))n \), where \( z_k' \) are defined by the generating function \( \sum z_k'x^k = f(\alpha + \beta x) - f(\alpha) - \beta f'(\alpha)x \), and \( \alpha = \hat{w}_2, \beta = 1 - \hat{w}_1 - \hat{w}_2 \).

(e) The number of vertices that have degree 1 after \( t \) rounds is \( o(n) \).

The same statements apply to \( \hat{V} \) with \( f \) replaced by \( \hat{f} \) and \( \hat{w}_i \) replaced by \( w_i \).

**Proof** Note that \( w_1^{(t)} \) and \( \hat{w}_1^{(t)} \) are bounded increasing sequences and as \( t \to \infty \), \( w_1^{(t)} \to w_1 \) and \( \hat{w}_1^{(t)} \to \hat{w}_1 \). Also, the properties of being \( v \)-lonely or \( v \)-popular with respect to \( t \) are increasing in \( t \). A vertex \( v \in V \) is
lonely with respect to $t$ if all its children are popular, so by Theorem 3.6, this occurs with probability $(\tilde{w}_2^{(t)} + o(1))^{\deg(v)}$. The expected number of vertices in $V$ that are lonely with respect to $t$ is therefore $f(\tilde{w}_2^{(t)} + o(1))n = (f(\tilde{w}_2) + o(1))n$. To get concentration we use the second moment method. Let $d(u, v)$ denote the distance between $u$ and $v$. By coupling a random instance of the bipartite graph with an instance in which the $t + 1$-neighbourhood of $v$ is fixed, it is clear that

$$|\mathbb{P}[v_1 \text{ lonely} | v_2 \text{ lonely}] - \mathbb{P}[v_1 \text{ lonely}]| \leq \mathbb{P}[d(v_1, v_2) < 2t + 1].$$

Hence, if $X$ represents the number of lonely vertices in $V$,

$$\text{Var}(X) = \mathbb{E}(X^2) - \mathbb{E}(X)^2 = \sum_{v_1, v_2} (\mathbb{P}[v_1, v_2 \text{ lonely}] - \mathbb{P}[v_1 \text{ lonely}]\mathbb{P}[v_2 \text{ lonely}]) = n^2O(\mathbb{P}[d(v_1, v_2) < 2t + 1]) = O(n\Delta^{2t}).$$

Thus $|X - \mathbb{E}(X)| \leq n^{1/2+\epsilon}$ with high probability. Parts (b)-(d) are proved similarly. In (c) we note that as $t \to \infty$ and the events of being popular and lonely are monotone, it is enough to count vertices $v$ that have no $v$-lonely children and at least two children that are not popular. In (d) we are counting the number of these vertices with exactly $k \geq 2$ children that are not $v$-popular. Statement (e) is an instant corollary of (d).

### 3.5 Evolution of the generating functions

We generalise Theorem 3.7(d) by showing that after any number of steps of the Karp–Sipser algorithm, in either phase 1 or phase 2, the generating function of the degree distribution of the remaining vertices is of a simple form. Recall that we delete vertices that are used in the matching.

We shall use the differential equation method of Wormald (see [20]). However, to directly apply this method in the form proved in [20], we shall modify the Karp–Sipser algorithm slightly. Fix a $\delta > 0$ and run the Karp–Sipser algorithm with the following modification. At each step, if the total number $N_1$ of degree 1 vertices is less than $\delta n$, but more than zero, then with probability $N_1/(\delta n)$ we run the original Karp–Sipser algorithm by picking uniformly at random an edge incident to a degree 1 vertex. However, with probability $1 - N_1/(\delta n)$ we instead pick an edge uniformly from the graph (i.e., we don’t notice that there are degree 1 vertices present). The advantage of this modification is that the derivatives in the differential equation method will now be Lipschitz. (In [4] a different
method we employed to avoid the discontinuity in the algorithm between
$N_1 = 0$ and $N_1 > 0$, namely steps were grouped together so that $N_1 = 0$
always held after one of these multiple steps. Here however we are less
concerned about the error terms so will use this simpler method.)

Let $n_d(t)$ and $\hat{n}_d(t)$ be the number of degree $d$ vertices in $V$ and $\hat{V}$
respectively after $t$ steps of the algorithm, and let $F_t$ be the filtration given
by the edges revealed up to and including the $t^{th}$ step. Write $\Delta n_d(t) = n_d(t) - n_d(t - 1)$ and define

$$\eta(t) = \frac{n_1(t)}{\max\{\delta n_1(t) + \hat{n}_1(t)\}}$$

and similarly for $\hat{\eta}(t)$. Then with probability $\eta(t)$ the algorithm picks
an edge adjacent to a degree 1 vertex in $V$, with probability $\hat{\eta}(t)$ the
algorithm picks an edge adjacent to a degree 1 vertex in $\hat{V}$, and with
probability $1 - \eta(t) - \hat{\eta}(t)$ an edge is picked uniformly at random from the
entire graph. When an edge is chosen adjacent to a degree 1 vertex in
$\hat{V}$, or arbitrarily in $B$, then the matching vertex in $V$ is of degree $d$ with
probability $dn_d(t)/E(t)$, where $E(t) = \sum dn_d(t) = \sum \hat{d}n_d(t)$ is the number
of remaining edges in the graph. From this is is possible to calculate the
expected change in the $n_d(t)$ for $0 \leq d \leq \Delta$ as

$$\mathbb{E}[\Delta n_d(t) \mid F_{t-1}] = -\eta \delta_{1d} - (1 - \eta) \frac{dn_d}{E}$$

$$+ (1 - \hat{\eta}) \left\{ \frac{(d + 1)n_{d+1} - dn_d}{E} \sum_{k=1}^{\Delta} \frac{k\hat{n}_k}{E} (k - 1) + O(\Delta^3/E) \right\}.$$  

(3.7)

Here $\delta_{1d} = 1$ if $d = 1$ and $\delta_{1d} = 0$ if $d \neq 1$. The first two terms gives
the change caused in $n_d(t)$ as a result of a degree $d$ vertex in $V$ being
chosen in the matching. Either this vertex is chosen from one of the
degree 1 vertices (with probability $\eta$), or it is the vertex containing a
randomly chosen configuration point. The last term gives the change in
$n_d$ caused by the removal of edges incident to the matching edge. If the
matching edge meets a vertex of degree 1 in $\hat{V}$ then no such edges meet
$V$ other than at the matching vertex. Otherwise we need to remove $k - 1$
configuration points from the $V$ side where $k$ is the degree of the matched
vertex in $\hat{V}$. Removing one configuration point increases $n_d$ by an average of
$\frac{1}{2}((d + 1)n_{d+1} - dn_d)$, i.e., the probability of this configuration point
corresponds to a degree $d + 1$ vertex (which then becomes degree $d$), minus
the probability that this configuration point corresponds to a degree $d$
vertex (which then becomes degree $d - 1$). If all $k - 1$ removed configuration
points corresponded to distinct vertices, then we could just multiply \( \frac{1}{V}((d+1)n_{d+1} - dn_d) \) by \( k - 1 \). There is however an error when \( k > 2 \) as it is possible for the degree of a vertex to drop by more than 1 when there are multiple edges in \( B \). We bound the expected contribution of this by the number of pairs of configuration points in \( \hat{V} \), namely \( \binom{k-1}{2} = O(\Delta^2) \), multiplied by the probability that they match to the same vertex in \( V \), which is \( O(\Delta/E) \).

We can rewrite (3.7) in the form

\[
E[Dn_d(t) \mid \mathcal{F}_{t-1}] = h_d\left( \frac{n_1(t)}{n}, \ldots, \frac{n_\Delta(t)}{n}, \hat{n}_1(t), \ldots, \hat{n}_\Delta(t) \right) + O(1/n)
\]

with

\[
h_d(\zeta, \hat{\zeta}) = -\delta_d \eta - (1 - \eta) \phi^{-1} d\zeta_d + (1 - \eta) \phi^{-2} ((d + 1)\zeta_{d+1} - d\zeta_d) \sum (k - 1) k \zeta_k,
\]

(3.8)

where \( \zeta = (\zeta_0, \ldots, \zeta_\Delta), \hat{\zeta} = (\hat{\zeta}_0, \ldots, \hat{\zeta}_\Delta) \), \( \phi = \sum d\zeta_d = \sum d\hat{\zeta}_d \), \( \eta = \zeta_1/\max\{\delta, \zeta_1 + \hat{\zeta}_1\} \), and \( \hat{\eta} = \zeta_1/\max\{\delta, \zeta_1 + \hat{\zeta}_1\} \). We define \( h_d \) similarly and note that \( h_d \) and \( \hat{h}_d \) are Lipschitz on the domain

\[
D = \{(\zeta, \hat{\zeta}) \in [0, \infty)^{2\Delta + 2} : \phi \geq \sqrt{\delta}\}.
\]

Hence we can apply Theorem 5.1 of [20] (with \( \gamma = 0, \beta = \Delta, \lambda = n^{-1/4} \)) to deduce that

\[
n_d(t) = u_d(t) + O(n^{3/4}), \quad \hat{n}_d(t) = \hat{u}_d(t) + O(n^{3/4}),
\]

with probability \( 1 - e^{-\Omega(n^{1/4})} \) uniformly in the set of \( t \) for which \( \sum d\zeta_d(t) \geq \sqrt{\delta} \), where \( \zeta_d(t) \) and \( \hat{\zeta}_d(t) \) are the (unique) solutions to the system of differential equations

\[
\frac{d}{dt} \zeta_d(t) = h_d(\zeta(t), \hat{\zeta}(t)), \quad \frac{d}{dt} \hat{\zeta}_d(t) = \hat{h}_d(\zeta(t), \hat{\zeta}(t)), \quad d = 0, \ldots, \Delta,
\]

with initial conditions \( \zeta_d(0) = z_d, \hat{\zeta}_d(0) = \hat{z}_d \).

**Lemma 3.8** Running the modified Karp–Sipser’s algorithm yields with high probability at any stage a bipartite graph such that there exist \( \alpha, \beta, \gamma, c \) and \( \hat{\alpha}, \hat{\beta}, \hat{\gamma}, \hat{c} \) so that the degree generating functions of the bipartite graph are \( f(\alpha + \beta x) - \gamma x - c + \epsilon(x) \) and \( \hat{f}(\hat{\alpha} + \hat{\beta} x) - \hat{\gamma} x - \hat{c} + \hat{\epsilon}(x) \), where \( \epsilon(x) = \sum_{i=2}^\Delta \delta_i x^i, \hat{\epsilon}(x) = \sum_{i=2}^\Delta \hat{\delta}_i x^i \) with \( \epsilon_1, \hat{\epsilon}_1 = o(1) \). Moreover, the coefficients
\( \alpha, \beta, \gamma, \hat{\alpha}, \hat{\beta}, \hat{\gamma} \) evolve according to the coupled differential equations

\[
\begin{align*}
\frac{d}{dt} \alpha &= \beta \beta^2 (1 - \eta) \phi^{-2} f''(\hat{\alpha} + \hat{\beta}), \\
\frac{d}{dt} (\alpha + \beta) &= -(1 - \eta) \phi^{-1}, \\
\frac{d}{dt} \gamma &= -\eta - \frac{\gamma}{\beta} \frac{d\beta}{dt},
\end{align*}
\]

where

\[
\eta = \zeta_1 / \max\{\delta, \zeta_1 + \zeta_1\}, \quad \zeta_1 = \beta f'(\alpha) - \gamma,
\]

\[
\phi = \beta f'(\alpha + \beta) - \gamma = \hat{\beta} f'(\hat{\alpha} + \hat{\beta}) - \hat{\gamma}
\]

and similarly for \( \hat{\alpha}, \hat{\beta}, \hat{\gamma}, \hat{\eta}, \hat{\zeta}_1 \).

**Proof.** Write \( f_t(x) = \sum_{d=0}^{\Delta} \zeta_d(t)x^d, \) \( \hat{f}_t(x) = \sum_{d=0}^{\Delta} \hat{\zeta}_d(t)x^d. \) Now from (3.8),

\[
\frac{d}{dt} f_t(x) = -\eta x - (1 - \eta) \frac{1}{f_t(1)} x f'_t(x) + (1 - \eta) \frac{f''_t(1)}{f'_t(1)^2} (1 - x) f'_t(x).
\]

as \( \phi = f'_t(1) = \hat{f}'_t(1). \) Now this is of the form \( \frac{d}{dt} f_t(x) = -A(t)x - B(t)x f'_t + C(t)(1 - x) f'_t, \) whose solution is easily seen to be of the form

\[
f_t(x) = f(\alpha + \beta x) - \gamma x - c
\]

for some functions \( a(t), b(t), c(t), \) and \( c(t) \) satisfying (3.9). \( \square \)

**Proof.** [Proof of Theorem 3.1] We run the 1st phase of Karp–Sipser for \( t_0 \) rounds, \( t_0 = o(\log n), t_0 \to \infty. \) After this phase the generating function for the degrees in \( V \) is given approximately by \( f_{t_0}(x) \) which by Theorem 3.8 is of the form \( f(\alpha + \beta x) - f'(\alpha)x - c \) for some constant \( c. \) Here \( \alpha = \hat{w}_2, \beta = 1 - \hat{w}_1 - \hat{w}_2. \) The number of vertices in \( V \) that become isolated up to time \( t \) is by Lemma 3.5 the difference between the number of lonely vertices in \( V \) and the number of popular vertices in \( \hat{V}, \) which by Theorem 3.7(b) is just

\[
(f(\hat{w}_2) - \hat{f}(1) + \hat{f}(1 - w_1) + \hat{f}'(1 - w_1)w_1)n + o(n).
\]

By Theorem 3.7(c) there are \( (f(1 - w_1) - f(\hat{w}_2) - f'(\hat{w}_2)\hat{w}_2)n + o(n) \) vertices with degree at least 2, and if all, or almost all, of these are matched then the size of the matching will be

\[
\{ f(1) - (f(\hat{w}_2) - \hat{f}(1) + \hat{f}(1 - w_1) + \hat{f}'(1 - w_1)w_1) \} n + o(n) = (\xi - o(1))n.
\]

Assume that \( \xi \leq \hat{\xi}, \) so that after phase 1 there are at least as many non-isolated vertices in \( V \) as in \( \hat{V}. \) We then run phase 2 and bound the
number of vertices of $V$ that become isolated. We note that if throughout the evolution of the process $\zeta_1(t) \leq \delta$, then the number of vertices that become isolated is small. Indeed, by (3.8),

$$\frac{d}{dt} \zeta_0 = h_0(\zeta(t), \dot{\zeta}(t)) = (1 - \eta) \phi^{-2} \zeta_1 \sum (k - 1) k \dot{\zeta}_k$$

and $\sum (k - 1) k \dot{\zeta}_k \leq \Delta \phi$, so $\frac{d}{dt} \zeta_0 = O(\zeta_1/\phi) = O(\sqrt{\delta})$ when $\phi \geq \sqrt{\delta}$. Thus $\zeta_0(t) = O(n\sqrt{\delta})$ for all relevant $t$, and hence is $o(n)$ as $\delta \to 0$.

Thus it is enough to show that if $\zeta_1 \geq \delta$ then $\frac{d}{dt} \zeta_0 \leq 0$, or equivalently $h_1(\zeta, \dot{\zeta}) \leq 0$. From (3.8), this is equivalent to

$$-\eta - (1 - \eta) \phi^{-1} \zeta_1 + (1 - \eta) \phi^{-2} (2\zeta_2 - \zeta_1) \sum (k - 1) k \dot{\zeta}_k \leq 0.$$  

However, $\zeta_1 \geq \delta$ implies that $1 - \eta = \eta$, so it is enough if

$$\phi^{-2} 2 \zeta_2 \sum (k - 1) k \dot{\zeta}_k \leq 1.$$  

Now $\phi = f'(1) = \dot{f}'(1), \Delta_2 = f''(1), f''(0)$. Thus it is enough that

$$\frac{f''(0)}{f'(1)} \cdot \frac{\dot{f}''(1)}{\dot{f}'(1)} \leq 1$$  

(3.10) for all $t$. Now $f''(0) = \beta^2 f''(\alpha)$, $\dot{f}''(1) = \beta \dot{f}''(\hat{\alpha} + \hat{\beta})$, and $f'(1) \geq \beta(f'(\alpha + \beta) - f'(\alpha))$, $\dot{f}'(1) \geq \beta(f'(\hat{\alpha} + \hat{\beta}) - \dot{f}'(\hat{\alpha}))$. Thus (3.10) is implied by (3.4). Note that it is enough to require this only along the trajectory of $(\alpha, \beta, \hat{\alpha}, \hat{\beta})$ taken by the algorithm in phase 2. This trajectory is given by Lemma 3.8.

Proof [Proof of Theorem 3.2.] In the symmetric case we have $\dot{f} = f$, $\hat{\alpha} = \alpha$, $\hat{\beta} = \beta$. Thus it is enough to check (3.4) for all $0 \leq \alpha < \alpha + \beta \leq 1$ as this covers all possible trajectories for any $\delta > 0$. In the symmetric case this is equivalent to

$$f''(\alpha)f''(\alpha + \beta) \leq (f'(\alpha + \beta) - f'(\alpha))/\beta)^2.$$  

(3.11)

The result then follows from the following lemma.

Lemma 3.9 Equation (3.11) holds for all $0 \leq \alpha < \alpha + \beta \leq 1$ if and only if $(f''(x))^{-1/2}$ is convex in $[0, 1]$. 

Proof First we note that, as \( f(x) \) is a polynomial and hence infinitely differentiable, the convexity of \( f''(x)^{-1/2} \) is equivalent to the condition

\[
2f''(x)f^{(4)}(x) \leq 3f^{(3)}(x)^2. \tag{3.12}
\]

Indeed

\[
\frac{d^2}{dx^2} f''(x)^{-1/2} = -\frac{1}{2} \frac{d}{dx} f''(x)^{-3/2} f^{(3)}(x) \\
= \frac{1}{4} f''(x)^{-5/2} (3f^{(3)}(x)^2 - 2f''(x)f^{(4)}(x)).
\]

Now suppose (3.11) holds for all \( 0 \leq \alpha < \alpha + \beta \leq 1 \). Expanding both sides of (3.11) as a Taylor series up to \( \beta^2 \) gives

\[
f''(\alpha)(f''(\alpha) + \beta f^{(3)}(\alpha) + \frac{\beta^2}{2} f^{(4)}(\alpha) + O(\beta^3)) \\
\leq (f''(\alpha) + \frac{\beta}{2} f^{(3)}(\alpha) + \frac{\beta^2}{6} f^{(4)}(\alpha) + O(\beta^3))^2,
\]

which after some simplification gives

\[
2f''(\alpha)f^{(4)}(\alpha) \leq 3f^{(3)}(\alpha)^2 + O(\beta). \tag{3.13}
\]

Letting \( \beta \to 0 \) gives (3.12) for all \( x = \alpha \in [0, 1] \) (and hence also at \( x = 1 \) by continuity) as required.

Now assume \( f''(x)^{-1/2} \) is convex. Then for \( t \in [0, 1] \),

\[
f''(\alpha + t\beta)^{-1/2} \leq c_0(1 - t) + c_1 t,
\]

where \( c_0 = f''(\alpha)^{-1/2} \) and \( c_1 = f''(\alpha + \beta)^{-1/2} \). Thus

\[
f'(\alpha + \beta) - f'(\alpha) = \int_{\alpha}^{\alpha + \beta} f''(x) \, dx \\
\geq \beta \int_0^1 (c_0(1 - t) + c_1 t)^{-2} \, dt \\
= \beta \left[ - (c_1 - c_0)^{-1} (c_0(1 - t) + c_1 t)^{-1} \right]_0^1 \\
= \frac{\beta}{c_1 - c_0} \left( \frac{1}{c_0} - \frac{1}{c_1} \right) \\
= \frac{\beta}{c_0 c_1} = \beta(f''(\alpha)f''(\alpha + \beta))^{1/2}
\]

which is just (3.11). \( \square \)
The proof of Theorem 3.3 is exactly analogous, so we omit it. Finally we show that the condition used in [4], namely the log-concavity of the sequence $dz_d$, is enough to deduce the convexity of $f''(x)^{-1/2}$ and hence apply Theorem 3.3.

**Lemma 3.10** If the sequence $dz_d$ is log-concave then $f''(x)^{-1/2}$ is convex on $[0,1]$.

**Proof** Let $g(x) := f'(x) = \sum_{d=1}^{\Delta} dz_d x^{d-1}$. If we write $g(x) = \sum a_n x^n$, then log-concavity of $(dz_d)$ is equivalent to the log-concavity of $(a_n)$. Write $g(x + h) = \sum a_n(x)h^n$, so that $a_n(x) = \frac{1}{n!} \frac{d^n}{dx^n} g(x)$ and $a_n(0) = a_n$. We first show that for all $x \geq 0$, $(a_n(x))$ is log-concave. Log-concavity of $(a_n(x))$ at one value of $x$ is equivalent to $\varepsilon_{n,k}(x) := a_{n+k-1}(x) a_{n+1}(x) - a_{n+k}(x) a_n(x) \geq 0$ for all $k \geq 2, n \geq 0$, see for example [13]. Now $da_n(x)/dx = (n+1)a_{n+1}(x)$. Hence

$$
\frac{d}{dx} \varepsilon_{n,k}(x) = (n+k)a_{n+k}(x)a_{n+1}(x) + (n+2)a_{n+k-1}(x)a_{n+2}(x) - (n+k+1)a_{n+k+1}(x)a_{n+1}(x) - (n+1)a_{n+k}(x)a_{n+1}(x) \\
\quad = (k-1)a_{n+k}(x)a_{n+1}(x) + (n+2)a_{n+k-1}(x)a_{n+2}(x) - (n+k+1)a_{n+k+1}(x)a_{n+1}(x) \\
\quad = (k-1)\varepsilon_{n,1,k}(x) + (n+2)\varepsilon_{n+2,k-1}(x)
$$

As $\varepsilon_{n,1}(x) = 0$, and $\varepsilon_{n,k}(0) \geq 0$ for $k \geq 2$, we deduce that $\varepsilon_{n,k}(x) \geq 0$ for all $x \geq 0$ and $k \geq 2$.

Now as $(a_n(x))$ is log-concave, $a_1(x)a_3(x) \leq a_2(x)^2$. It follows that $\frac{1}{2}g'(x)g^{(3)}(x) \leq \frac{3}{4}g''(x)^2$, or equivalently $2f''(x)f^{(4)}(x) \leq 3f^{(3)}(x)^2$, as required. ∎

## 4 Matchings with an adversary

In this section we are interested in the problem of finding the largest matching in a random bipartite graph after an adversary has deleted some edges. More precisely, we consider a random bipartite graph $G = (A \cup B, E)$ with $|A| = n$ and $|B| = (1 + \varepsilon)n$. Each vertex in $A$ is adjacent to $d$ neighbours chosen uniformly at random from $B$. We allow repetition, so this is a multigraph. An adversary is then able to remove a single edge adjacent to each vertex of $A$, with the aim of minimising the size of the largest matching. We want find to the smallest $\varepsilon$ such that a matching of size $n$ exists. Note that this problem corresponds to finding a small control set in a directed network where each node has $d$-out-neighbours and an adversary can manipulate one out-arc at each node. Our result
then implies that we can control roughly \((1 - \log d/d^2)n\) nodes with a single node, which implies that there is a control set of size about \(\log d/d^2\).

**Theorem 4.1** [2] Let \(G = (A \cup B, E)\) with \(|A| = n\) and \(|B| = (1 + \varepsilon)n\) be a random bipartite (multi-)graph in which each vertex in \(A\) chooses \(d\) vertices uniformly at random with repetition from \(B\). For each \(\eta > 0\) there exists a \(d_0\) such that for all \(d \geq d_0\), if \(\varepsilon > (4 + \eta)\log d/d^2\), then with high probability an adversary who deletes one edge incident to each vertex in \(A\) cannot destroy all matchings of size \(n\). On the other hand if \(\varepsilon < (4 - \eta)\log d/d^2\), then asymptotically almost surely such an adversary can destroy all matchings of size \(n\).

The problem of finding such resilient matchings is closely related to finding a maximum strongly independent set in \(d\)-uniform hypergraphs \(H_{d,n}^d\) on \(\tilde{n} \geq n\) vertices and \(n\) edges. A strongly independent set in a \(d\)-uniform hypergraph is a set of vertices such that no hyperedge contains two or more vertices of this set, see for example [3]. Here, the partition class \(B\) of the bipartite graph \(G\) corresponds to the vertices of the hypergraph and the neighbourhoods of the vertices of \(A\) correspond to the edges (multi-edges are a small nuisance but one can show with Markov’s inequality that whp there are not many, say less than \(p n\)). Clearly, an adversary can isolate all vertices corresponding to a strongly independent set, and hence if the maximum size of a strongly independent set is \(\beta\) then the adversary can force the size of a maximum matching to be at most \(\tilde{n} - \beta\).

As a note on notation, asymptotically, we are interested in the probabilistic results as \(n \to \infty\), and so by \(o(1)\) we mean a function that tends to 0 as \(n \to \infty\), but since we are also considering \(d \to \infty\) (and at the same time \(\varepsilon \to 0\)), we may also require the use of little \(o\) notation to denote the size of terms which do not depend on \(n\), in which case we will label them \(o_d(f(d))\) to indicate that the asymptotics depend on \(d\) rather than \(n\). As an example \(\varepsilon = o_d(1)\), but neither depend on \(n\) and hence are asymptotically constant in terms of \(n\).

To prove that there exists a matching of size \(n = |A|\) if \(|B|\) is sufficiently large we use Hall’s theorem [10]. Recall that by Hall’s theorem for a bipartite graphs \(G\) with partition classes \(X\) and \(Y\), a matching of size \(|X|\) exists if and only if, for all \(X' \subseteq X\), \(|\Gamma(X')| \geq |X'|\). Here \(\Gamma(X')\) is the set of neighbours of \(X'\) (in \(Y\)). With a careful (and lengthy) analysis we show in [2] that Hall’s condition is satisfied and obtain the following theorem.
Theorem 4.2 Let $G$ be the random bipartite graph with partition sets $A$ and $B$ of size $n$ and $\tilde{n} = (1+\epsilon)n$ respectively, and each vertex of $A$ chooses $d$ vertices uniformly at random with repetition from $B$. An adversary deletes a single edge incident to each vertex of $A$ to obtain $G'$. For each $\eta > 0$ there exists a $d_0$ such that for all $d \geq d_0$ and $\epsilon > (4 + \eta)\log d/d^2$, a matching of size $n$ still exists in $G'$ with probability tending to 1 as $n \to \infty$.

To prove that there is no matching of size $n = |A|$ if $|B|$ is too small we consider strongly independent sets in random $d$-uniform hypergraphs as discussed above.

Theorem 4.3 For each $\eta > 0$ there exists a $d_0$ such that for all $d \geq d_0$, there exists a strongly independent set in the random $d$-uniform hypergraph $H_{\tilde{n},n}^d$ consisting of $\tilde{n} \geq n$ vertices and $n$ edges, which asymptotically almost surely is at least of size

$$(4 - \eta)\log d/d^2 \cdot n.$$
This implies the lower bound by setting \( t = 2^5 \left( \log \frac{d}{n} \right)^2 \frac{n}{\sqrt{\ln}} \) as

\[
i^2/n' = \frac{2^{10}n^2}{2n'm} \left( \log \frac{d}{d'} \right)^4 = 2^{10}n^2 \left( \log \frac{d}{d'} \right)^4 = 2^9 \left( \log \frac{d}{d'} \right)^4 n.
\]

From this it follows that the probability that \( X_k > 0 \) is larger than the probability that \( \beta \) (which is the largest \( k \) for which \( X_k \neq 0 \)) lies further from the expectation than \( t \). Thus \( k \) must be at most \( t \) greater than \( E(\beta) \).

By Azuma’s inequality we know that with high probability \( j = E(\beta) < t \) and hence with high probability \( \beta > k - 2t \). Hence if \( m/(\log d)^2 \to \infty \), we have that for sufficiently large \( d \), whp

\[
\beta > (4 - \psi - 2^7(\log d)/\sqrt{\ln}) \log \frac{d}{\ln} \geq (4 - 2\psi) \frac{\log d}{d^2} = (4 - \eta) \frac{\log d}{d^2}.
\]

### 4.1 Conclusions/Open problems

Although we have proven a threshold for the lower and upper bounds which are asymptotically equal as \( d \to \infty \), it seems likely, that a threshold should exist for each \( d \). In other words, we conjecture that there exists constants \( c_d \) for \( d \geq 3 \) such that for all \( \eta > 0 \), if \( \varepsilon > c_d + \eta \) then whp a matching of size \( n \) can be found, while for \( \varepsilon < c_d - \eta \) there is whp a strategy for the adversary that reduces the size of the maximal matching below \( n \). If this conjecture is true then we know \( c_d = (4 + o_d(1))(\log d)/d^2 \).

Note that this conjecture fails for \( d = 2 \). Indeed, the adversary can simply delete a random choice of edge from each vertex in \( A \) and then whp in the resulting graph we have two vertices in \( A \) with the same remaining neighbour in \( B \). On the other hand it is not hard to see that Theorem 4.2 can be strengthened so as to give a finite bound on \( \varepsilon \) even for \( d = 3 \).

The proof required \( d \) to be large at several points, however, following the strategy of the proof, it is easy to show that \( d \geq 3 \) is enough to get a finite bound. For example, if \( \tilde{n} \geq 10d \) then, recalling that \( e_s \) is the expected number of witnesses of size \( s \) and \( p := \frac{s-1}{s} \), we have,

\[
e_s \leq \binom{n}{s} \left( \frac{\tilde{n}}{s-1} \right)((qd + p)^{p^{d-1}})^s \leq (e/s)^s (e\tilde{n}/(s-1))^{s-1} (dp^2)^s \leq (e/10dp)^s (e/p)^{s-1} (dp^2)^s \leq (p/e) (e^2/10)^s \leq (s/ne) (e^2/10)^s.
\]
Noting that
\[
\sum_{s=1}^{n} \left( \frac{s}{ne} \right) (e^2/10)^s = O\left( \frac{1}{n} \right),
\]
it is clear that we have \( e_s = o(1) \) as required.

Although we have identified the threshold for which an adversary can and cannot destroy the complete matching when subject to the restriction of removing a single edge incident to each vertex of \( A \), there remains a number of interesting problems that would arise from allowing the adversary greater or differing powers in modifying \( G \). The case where the adversary is able to delete \( n \) edges globally allows the adversary to easily isolate a linear proportion of the vertices, while equally, a matching still exists that covers a linear proportion of the vertices. In both cases a simple greedy algorithm provides fairly simple bounds, but finding the exact size of the largest remaining matching seems challenging and certainly would require further insight in tackling.

Another problem to consider would be the case of analysing the size of the maximum matching for values of \( d \) and \( \varepsilon \) for which we have shown that the adversary can eliminate a matching of size \( n \). The use of our graph model was motivated by its use in [9] which analysed the size of the maximum matching in the same model but without an adversary removing edges, for all values of \( d \), and it would be interesting to know what the behaviour of the size of the maximum matching becomes for small values of \( d \) once an adversary is introduced.
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