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Abstract

We prove that in a random 3-uniform or 4-uniform hypergraph of order $n$ the probability that some two vertices have the same degree tends to one as $n \to \infty$.

1 Introduction

For $r \geq 2$, an $r$-uniform hypergraph is a pair $H = (V, E)$ consisting of a finite set $V$, called the set of vertices, and a set $E$ of distinct $r$-element subsets of $V$, called the set of edges. The degree of a vertex $v \in V$ is $d_H(v) = |\{e \in E : v \in e\}|$. The hypergraph $H$ is called degree irregular if its vertex degrees are all distinct, i.e., $d_H(v) = d_H(u)$ implies $u = v$.

Repeated degrees in graphs (the case $r = 2$) were discussed in [2] (see also [3]). The study of degree irregular hypergraphs started with [5]. In [6] it is shown that there exist degree irregular $r$-uniform hypergraphs of order $n$ if and only if $r \geq 3$ and $n \geq r + 3$. Furthermore, it is proved that almost every $r$-uniform hypergraph is degree irregular for $r \geq 6$ when the edges emerge independently with probability $p = 1/2$. Here we discuss the cases $r = 3, 4$ when the probability $p = p_n$ depends on $n$.

We show that for $r = 3$ and 4, a random $r$-uniform hypergraph of order $n$ has vertices of the same degree with probability approaching one as $n \to \infty$. The cases $r \geq 5$, where the same is not true, will be discussed in [1] in a slightly more general setting and using different techniques.

Here we shall use the Central Limit Theorem (actually, the rate of convergence estimate due to Berry and Essén), and the second moment method to show that for $r = 3, 4$ the values of the vertex degrees are concentrated in a ‘small’ interval of integers where the repetition of degrees will occur with high probability. In the case of $r = 3$ the repetition of a degree is guaranteed by the elementary pigeonhole principle (see Theorem 5). In the case of $r = 4$ (see Theorem 13) we apply the birthday paradox (Lemma 6) which essentially says that if elements are randomly (independently and
uniformly) selected from an $n$ element set, and the selection is repeated $c_n \sqrt{n}$ times, where $c_n \to \infty$ is any sequence, then the probability of selecting some element more than once approaches 1 as $n \to \infty$ (see [7]).

2 Preliminaries

Consider the probability space of all $r$-uniform hypergraphs with $n$ (labelled) vertices, and the edges chosen independently with probability $p_n$ depending on $n$. This space is referred to as a random $r$-uniform hypergraph of order $n$ and denoted by $H_r(n, p_n)$. With some abuse of terminology we shall refer to its elementary events as random $r$-uniform hypergraphs.

Let $S_N$ be the number of successes in $N$ Bernoulli trials with the probability of success in a single trial equal to $p_n$. Observe that for $N = \binom{n-1}{r-1}$, $S_N$ is the degree of any fixed vertex in $H_r(n, p_n)$. In the sequel we set $q_n := 1 - p_n$ (and $q := 1 - p$).

For the rate of convergence in the Central Limit Theorem we use an estimation due to Berry and Esséen (see [4] p.542) as follows.

Theorem (Berry-Esséen). Let $Z_1, Z_2, \ldots, Z_k$ be independent identically distributed random variables with mean $E[Z_1] = 0$, variance $\sigma^2 = E[Z_1^2] > 0$, and $\rho = E[|Z_1|^3] < \infty$. Then
\[
\left| P \left[ \frac{\sum_{i=1}^{k} Z_i}{\sigma \sqrt{k}} \leq x \right] - \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{x} e^{-t^2/2} dt \right| \leq \frac{3\rho}{\sigma^3 \sqrt{k}}.
\]

For a random hypergraph $H_r(n, p)$ and integer $\Delta > 0$, let
\[
Z_\Delta = |\{v \in V : Np - \Delta < d(v) \leq Np + \Delta\}|.
\]

Notice that the concentration of the degrees in the interval of radius $\Delta$ around the mean $Np$ is described by $Z_\Delta/2\Delta$. We shall need two technical lemmas about the expectations $E[Z_\Delta]$ and $E[Z_\Delta^2]$. For $A$, $B$ depending on $n$, we shall use the notation $A \sim B$ provided $A/B \to 1$ as $n \to \infty$.

Lemma 1. If $\Delta \to \infty$ as $n \to \infty$, and $\lim_{n \to \infty} \Delta/\sqrt{Np_n q_n} = 0$, then
\[
E[Z_\Delta]^2 \sim \frac{2\Delta^2 (r - 1)!}{\pi n^{r-3} p_n q_n}.
\]
Proof. For \( i = 1, \ldots, N \), let \( Z_i \) be the two valued random variable taking on the value \( 1 - p = q \) with probability \( p = p_n \), and the value \(-p\) with probability \( q \). Clearly \( \mathbb{E}[Z_i] = 0 \), \( \sigma^2 = pq \), \( \rho = q^3p + p^3q \leq pq \), and hence \( 3\rho/(\sigma^3 \sqrt{N}) \leq 3/\sqrt{Npq} \).
Furthermore, we have \( \sum_{i=1}^N Z_i = S_N - Np \). Applying the Berry-Esséen theorem with \( Z_1, \ldots, Z_N \) and \( x = \pm \Delta/\sqrt{Npq} \) we obtain easily that
\[
\left| \mathbb{P} \left[ -\frac{\Delta}{\sqrt{Npq}} < \frac{S_N - Np}{\sqrt{Npq}} \leq \frac{\Delta}{\sqrt{Npq}} \right] - \frac{1}{\sqrt{2\pi}} \int_{-\frac{\Delta}{\sqrt{pq}}}^{\frac{\Delta}{\sqrt{pq}}} e^{-t^2/2} dt \right| \leq \frac{6}{\sqrt{Npq}},
\]
The assumption \( \lim_{n \to \infty} \Delta/\sqrt{Npq} = 0 \) implies that
\[
\frac{1}{\sqrt{2\pi}} \int_{-\frac{\Delta}{\sqrt{pq}}}^{\frac{\Delta}{\sqrt{pq}}} e^{-t^2/2} dt \sim \frac{1}{\sqrt{2\pi}} \frac{2\Delta}{\sqrt{Npq}}.
\]
Thus as \( N \sim n^{r-1}/(r-1)! \) and \( \Delta \to \infty \) we obtain that
\[
\mathbb{E}[Z_\Delta] \sim n \cdot \frac{2\Delta}{\sqrt{2\pi} \sqrt{Npq}} \sim \sqrt{\frac{2\Delta^2(r-1)!}{\pi n^{r-3}pq}}, \tag{1}
\]
and the lemma follows. \( \square \)

**Lemma 2.** If \( Np_n \to \infty \) and \( Nq_n \to \infty \) as \( n \to \infty \), then
\[
\mathbb{E}[Z^2_\Delta] \leq (1 + o(1)) \left( \mathbb{E}[Z_\Delta] + \frac{2\Delta^2(r-1)!}{\pi n^{r-3}pq} \right).
\]

*Proof.* Set \( A = Np_n - \Delta \), \( B = Np_n + \Delta \), and let \( V = \{v_1, \ldots, v_n\} \) be the vertex set of the random hypergraph. For \( 1 \leq i \leq n \) and an integer \( k \in (A, B] \), define
\[
L_i^{(k)} = \begin{cases} 1 & \text{if } d(v_i) = k \\ 0 & \text{otherwise.} \end{cases}
\]
Let \( X_i = \sum_{k \in (A, B]} L_i^{(k)} \) be the random variable that is 1 if \( d(v_i) \in (A, B] \) and 0 otherwise, so \( Z_\Delta = \sum_{i=1}^n X_i \). Thus we have
\[
\mathbb{E}[Z^2_\Delta] = \mathbb{E} \left[ \left( \sum_{i=1}^n X_i \right)^2 \right] = \sum_{i=1}^n \mathbb{E}[X_i^2] + \sum_{1 \leq i \neq j \leq n} \mathbb{E}[X_i X_j]
\]
\[
= \mathbb{E}[Z_\Delta] + n(n-1)\mathbb{E}[X_1 X_2] = \mathbb{E}[Z_\Delta] + n(n-1) \sum_{k, \ell \in (A, B]} \mathbb{E}[L_i^{(k)} L_j^{(\ell)}]
\]
\[
\leq \mathbb{E}[Z_\Delta] + n^2(2\Delta)^2 \max_{k, \ell \in (A, B]} \mathbb{E}[L_i^{(k)} L_j^{(\ell)}].
\]
Next we estimate $\mathbb{E}[L_1^{(k)}L_2^{(\ell)}]$. For an integer $M$, let $\mu(M, p)$ denote that value of $k$ for which $\binom{M}{k}p^kq^{M-k}$ is maximal.

Let $M = \binom{n-1}{r-1} \approx \frac{n^{r-1}}{(r-1)!}$. The assumptions $Np_n \to \infty$ and $Nq_n \to \infty$ imply that $\mu(M, p) \sim Mp_n$ and $M - \mu(M, p) \sim Mq_n$. Furthermore, by applying Stirling’s formula we have that

$$\left(\mu(M, p)\right)_{p_n^{\mu(M, p_n)}q_n^{M-\mu(M, p_n)}} \sim \frac{1}{\sqrt{2\piMp_nq_n}}.$$

Let $D(m)$ be the event that there are exactly $m$ edges containing both $v_1$ and $v_2$. We obtain

$$\mathbb{E}\left[L_1^{(k)}L_2^{(\ell)}\right] = \mathbb{P}\left[(d(v_1) = k) \land (d(v_2) = \ell)\right]$$

$$= \sum_{m \leq \min(k, \ell)} \mathbb{P}\left[(d(v_1) = k) \land (d(v_2) = \ell) \mid D(m)\right] \cdot \mathbb{P}(D(m))$$

$$= \sum_{m \leq \min(k, \ell)} \mathbb{P}\left[(d(v_1) = k) \mid D(m)\right] \cdot \mathbb{P}\left[(d(v_2) = \ell) \mid D(m)\right] \cdot \mathbb{P}(D(m))$$

$$= \sum_{m \leq \min(k, \ell)} \left(\frac{M}{k-m}\right)_{p_{n^{k-m}}q_n^{M-k+m}} \cdot \left(\frac{M}{\ell-m}\right)_{p_{n^{\ell-m}}q_n^{M-\ell+m}} \cdot \mathbb{P}(D(m))$$

$$\leq \sum_{m=0}^{M} \left[\left(\frac{M}{\mu(M, p_n)}\right)_{p_n^{\mu(M, p_n)}q_n^{M-\mu(M, p_n)}}\right]^2 \mathbb{P}(D(m))$$

$$= \left[\left(\frac{M}{\mu(M, p_n)}\right)_{p_n^{\mu(M, p_n)}q_n^{M-\mu(M, p_n)}}\right]^2 \sim \frac{1}{2\piMp_nq_n} \sim \frac{(r-1)!}{2\pi n^{r-1}p_nq_n}.$$

\[\square\]

### 3 3-uniform hypergraphs

The full description of the behavior of $H_3(n, p_n)$ concerning the existence of vertices of the same degree will be given in Theorem 5. This result will be obtained through Theorems 3 and 4 that treat particular cases. For $r = 3$, we have $N = \binom{n-1}{2} \sim n^2/2$.

**Theorem 3.** If $p \in (0, 1)$ and $p_n \to p$, then the probability that the random 3-uniform hypergraph $H_3(n, p_n)$ has two vertices of the same degree tends to one as $n \to \infty$. 

Proof. Let $\Delta = \lceil \alpha_n n \rceil$ such that $\Delta \to \infty$ and $\alpha_n \to 0$ as $n \to \infty$. Because

$$\lim_{n \to \infty} \frac{\Delta}{\sqrt{p_n q_n N}} = \frac{2}{\sqrt{pq}} \lim_{n \to \infty} \alpha_n = 0,$$

we may apply Lemma 1. Then $E[Z_\Delta] \sim \frac{2\Delta}{\sqrt{pq}}$ and since $1/\sqrt{pq} \geq 2$, we obtain that

$$\lim_{n \to \infty} \frac{E[Z_\Delta]}{2\Delta} \sim \frac{1}{\sqrt{\pi pq}} \geq \frac{2}{\sqrt{\pi}} > 1. \quad (2)$$

Applying Lemma 2 with $r = 3$, we have $E[Z_\Delta^2] \leq (1 + o(1)) \frac{4\Delta^2}{\pi pq} \sim E[Z_\Delta]^2$. As

$$E[Z_\Delta^2] \geq E[Z_\Delta]^2,$$

we obtain

$$\lim_{n \to \infty} \frac{E[Z_\Delta]^2}{E[Z_\Delta^2]} = 1. \quad (3)$$

Let $0 < \beta < 1 - \frac{\sqrt{\pi}}{2}$. By Chebyshev’s inequality (see [?]) and by (3) we obtain

$$\mathbb{P}[|Z_\Delta - E[Z_\Delta]| \geq \beta E[Z_\Delta]] \leq \frac{E[Z_\Delta^2] - E[Z_\Delta]^2}{\beta^2 E[Z_\Delta]^2} \to 0.$$

Hence

$$\mathbb{P}[Z_\Delta > (1 - \beta)E[Z_\Delta]] \geq \mathbb{P}[|Z_\Delta - E[Z_\Delta]| < \beta E[Z_\Delta]] = 1 - \mathbb{P}[|Z_\Delta - E[Z_\Delta]| \geq \beta E[Z_\Delta]] \to 1$$

follows, and by (2), this implies

$$\mathbb{P} \left[ \frac{Z_\Delta}{2\Delta} > (1 - \beta) \frac{2}{\sqrt{\pi}} \right] \to 1.$$

As $(1 - \beta) \frac{2}{\sqrt{\pi}} > 1$, this implies that $\mathbb{P}[Z_\Delta > 2\Delta] \to 1$. Hence, with probability tending to one, some degrees will repeat by the pigeonhole principle. 

Theorem 4 below serves to complement Theorem 3 in the proof of Theorem 5. It will be applied also with $r = 4$ in the proof of Theorem 13.

**Theorem 4.** Fix $t > 0$. If $r \geq 3$ and $p_n = o(n^{3-r})$, then the probability that the random $r$-uniform hypergraph $H_r(n, p_n)$ has more than $t$ vertices of the same degree tends to one as $n \to \infty$.

**Proof.** Let $N = \binom{n-1}{r-1}$ and $p = p_n = \alpha_n n^{3-r}$, $\alpha_n \to 0$. We distinguish two cases according to the sequence $n\alpha_n^{1/2}$.
Case 1: assume that $n^{1/2} \alpha_n \to \infty$.

Let $\Delta = \lceil n^{1/4} \rceil$, so $\Delta \to \infty$. We shall use Chebyshev's inequality in the following form:

$$P[|S_N - Np| \geq u] \leq \frac{Npq}{u^2} \text{ for } u > 0.$$  \hfill (4)

By (4) we have

$$E[n - Z_\Delta] = \sum_{v \in V} P[|d(v) - Np| \geq \Delta] = n \cdot P[|S_N - Np| \geq \Delta] \leq n \cdot \frac{Npq}{\Delta^2}$$

Then, using Markov's inequality we obtain $P[Z_\Delta \leq n - n^{1/4}] \leq \frac{(n^{1/2})/(n^{1/4})}{\alpha_n^{1/4}} \to 0$, in other words, with probability tending to 1, more than $n - n^{1/4}$ vertices have degree from an interval of length $2\Delta = 2\lceil n^{1/4} \rceil$. Since $(n - n^{1/4})/(2n^{1/4}) \to \infty$ as $n \to \infty$, the ratio $Z_\Delta/2\Delta$ exceeds $t$. Hence, by the pigeonhole principle, there exist more than $t$ vertices with the same degree.

Case 2: assume that $n^{1/2} \alpha_n < K$ for some constant $K$.

If $d_k$ is the number of vertices of degree $k$, then $\sum_{k=0}^{N} d_k = n$. Assuming that there are not more than $t$ vertices of the same degree, we have the following lower bound for the number of edges:

$$X = \frac{1}{r} \sum_{k=0}^{N} kd_k \geq \frac{1}{r} \sum_{k=0}^{\lceil n/r \rceil - 1} kt = \frac{t}{r} \cdot \frac{([n/r] - 1) [n/r]}{2} \geq \frac{(n - 2t)^2}{2rt}.$$

Meanwhile using Markov's inequality we obtain

$$P[X \geq (n - 2t)^2/2rt] \leq \frac{n^r p}{(n - 2t)^2/(2rt)} \sim 2rt n \alpha_n \leq \frac{2K^2 rt}{n} \to 0.$$

Therefore the probability that for some $k$, $0 \leq k \leq N$, there are more than $t$ vertices of degree $k$ tends to 1.

Assume now that $p_n = o(n^{3-r})$ and the conclusion of the theorem does not follow. Then there is an $\epsilon > 0$, a constant $t$, and an infinite subsequence $n_1, n_2, \ldots$ such that for each $i$ the probability that the hypergraph $H_r(n_i, p_{n_i})$ has more than $t$ vertices
of the same degree is smaller than $1 - \varepsilon$. Then we can choose a subsequence $(n_{ij})_j$
for which either $n_{ij} \alpha_{n_{ij}}^{1/2} < K$ holds, with some constant $K$, or $n_{ij} \alpha_{n_{ij}}^{1/2} \to \infty$. Then, Case 2 or Case 1 yields a contradiction.

For $r = 3$ the condition in Theorem 4 becomes $p_n \to 0$. Note that, by symmetry, the conclusion remains true if $p_n \to 1$.

**Theorem 5.** The probability that the random 3-uniform hypergraph of order $n$ has two vertices of the same degree tends to one as $n \to \infty$.

**Proof.** Let $p_n \in [0, 1]$, and assume that the conclusion is not true. Then there exists $\varepsilon > 0$ and an infinite subsequence $n_1, n_2, \ldots$ such that the probability that there are two vertices of the same degree in $H_3(n_i, p_{n_i})$ is smaller than $1 - \varepsilon$ for every $i$. Then choose a convergent subsequence $p_{n_{ij}} \to p$. If $p \in (0, 1)$, then a contradiction follows from Theorem 3. If $p = 0$ or 1, a contradiction follows from Theorem 4 with $r = 3$.

**4 4-uniform hypergraphs**

The general birthday problem, originated in the birthday paradox (see [7]), is as follows: given $t$ random integers drawn independently and uniformly from the interval $[1, s]$, what is the probability $p(t; s)$ that at least two integers are the same? It is well-known and can be checked easily that as $t \to \infty$,

$$p(t; s) = 1 - \prod_{k=1}^{t-1} \left(1 - \frac{k}{s}\right) \sim 1 - e^{-(t(t-1))/2s}.$$  

This implies the following lemma that will be used in the proof of Theorem 13.

**Lemma 6.** If $t = c_s \sqrt{s}$ elements are randomly selected independently and uniformly from an $s$ element set, where $c_s \to \infty$ is any sequence, then the probability of selecting some element more than once tends to one as $s \to \infty$.

We shall show that the number of the degree values in a suitable set of $\Delta$ possible values is much larger than $\sqrt{\Delta}$, just as required by the birthday paradox. However, Lemma 6 does not apply directly since the distribution of the degrees of the vertices is not uniform, and the degrees are not independent. Thus we shall need further results to be used in the proof of Theorem 13.
First we deal with the problem of independence. Choose a fixed set $S$ of vertices with $s := |S| = o(n)$. For definiteness, let $\alpha_n \to 0$ and assume $s = s_n \sim \alpha_n^3 n \to \infty$. Split the edge set of the hypergraph $H$ into two hypergraphs $H_1 = (V, E_1)$ and $H_2 = (V, E_2)$ with edge sets

$$E_1 : = \{ e \in E : |e \cap S| \leq 1 \}, \text{ and }$$

$$E_2 : = \{ e \in E : |e \cap S| \geq 2 \}.$$

Recall that the maximum possible degree of a vertex in $H$ is $N := (n-1)^3$, and write $N = N_1 + N_2$ where $N_1 = (n-s)^3$ and $N_2 = N - N_1 \sim sn^2/2$ are the maximum possible vertex degrees in $H_1$ and $H_2$ respectively. Write $d_i(v)$ for the degree of the vertex $v$ in $H_i$, $i = 1, 2$, and set

$$S' := \{ v \in S : N_2 p_n - \Delta < d_2(v) \leq N_2 p_n + \Delta \}$$

where $\Delta := \alpha_n \sqrt{Np_n q_n}$ is assumed to be an integer. Our first aim is to show that $S'$ is large with probability approaching to 1.

**Lemma 7.** Let $\Delta = \alpha_n \sqrt{Np_n q_n}$ and $|S| \sim \alpha_n^3 n$ with $\alpha_n \to 0$. Then $\Pr[|S'| > |S|/2] \to 1$ as $n \to \infty$.

**Proof.** Fix a vertex $v \in S$. Then $d_2(v)$ is distributed as a Binomial $B(N_2, p_n)$ random variable. Thus by Chebyshev’s inequality,

$$\Pr[d_2(v) \notin (N_2 p_n - \Delta, N_2 p_n + \Delta)] \leq \frac{N_2 p_n q_n}{\Delta^2} = \frac{N_2}{\alpha^2_n N} \sim \frac{|S| \cdot n^2/2}{\alpha^2_n n^3/6} \sim 3\alpha_n.$$

Thus

$$\mathbb{E}[|S| - |S'|] \lesssim 3\alpha_n |S|,$$

and so by Markov’s inequality,

$$\Pr[|S'| \leq |S|/2] = \mathbb{P}[|S| - |S'| \geq |S|/2] \lesssim 6\alpha_n \to 0$$

as $n \to \infty$. The result follows. \qed

Now define

$$Z'_\Delta = |\{ v \in S' : N p_n - 2\Delta < d(v) < N p_n - \Delta \}|.$$

The reason for the rather asymmetric definition of $Z'_\Delta$ will become apparent later when we consider the non-uniformity of the degree distribution in the proof of Theorem 12.
We note that when conditioning on \( H_2 \) (and hence also on the set \( S' \)), \( d(v) = d_1(v) + d_2(v) \), where \( d_2(v) \) is determined by \( H_2 \) and the \( d_1(v) \) is a Binomial \( B(N_1, p_n) \) random variable. We also note that the \( d_1(v) \) are independent for \( v \in S \) as no edge from \( H_1 \) can contribute to more than one of these degrees.

**Lemma 8.** If \( \Delta = \alpha_n \sqrt{Np_n q_n} \to \infty \), with \( \alpha_n \to 0 \) and \( |S| = o(n) \), then

\[
\text{Var}[Z'_\Delta \mid H_2] \leq \mathbb{E}[Z'_\Delta \mid H_2] \sim \frac{\alpha_n |S'|}{\sqrt{2\pi}}.
\]

**Proof.** Set \( p = p_n \) and \( q = q_n \). Let \( I_v \) be the indicator function of the event that \( Np - 2\Delta < d(v) < Np - \Delta \). Now conditioned on \( H_2 \) and assuming \( v \in S' \), we can write \( d_2(v) = N_2 p + \lambda_v \) where \( |\lambda_v| \leq \Delta \). Thus \( I_v \) is also the indicator function of the event that

\[
N_1 p - (2\Delta + \lambda_v) < d_1(v) \leq N_1 p - (\Delta + \lambda_v)
\]

and \( d_1(v) \) has a Binomial \( B(N_1, p) \) distribution. The proof for the expectation now follows from the same argument as in Lemma 1 with \( r = 4 \) and only a few minor differences. By the Berry-Esséen theorem we have

\[
\mathbb{E}[I_v \mid H_2] = \mathbb{P}(N_1 p - (2\Delta + \lambda_v) < d_1(v) \leq N_1 p - (\Delta + \lambda_v))
\]

\[
\sim \frac{1}{\sqrt{2\pi}} \int_{-\frac{2\Delta + \lambda_v}{\sqrt{N_1 p q}}}^{\frac{\Delta + \lambda_v}{\sqrt{N_1 p q}}} e^{-t^2/2} dt \sim \frac{\Delta}{\sqrt{2\pi N_1 p q}}
\]

with additive error at most \( 6/\sqrt{N_1 p q} \) in the first approximation (as in Lemma 2). The second approximation follows as \( 2\Delta + \lambda_v = o(\sqrt{N_1 p q}) \). As \( \Delta \to \infty \) we obtain

\[
\mathbb{E}[I_v \mid H_2] \sim \frac{\Delta}{\sqrt{2\pi N_1 p q}}.
\]

Now as \( s = |S| = o(n) \) we have \( N_1 = \binom{n-s}{3} = \binom{n-1}{3} = N \), so

\[
\mathbb{E}[Z'_\Delta \mid H_2] \sim |S'| \cdot \frac{\Delta}{\sqrt{2\pi N_1 p q}} \sim \frac{\alpha_n |S'|}{\sqrt{2\pi}}.
\]

For the variance we recall that, conditioned on \( H_2 \), the \( d_1(v) \) are independent for distinct \( v \), so writing \( p_v = \mathbb{E}[I_v \mid H_2] \) we have

\[
\text{Var}[Z'_\Delta \mid H_2] = \sum_{v \in S'} \text{Var}[I_v \mid H_2] = \sum_{v \in S'} p_v (1 - p_v) \leq \sum_{v \in S'} p_v = \mathbb{E}[Z'_\Delta \mid H_2].
\]

\( \Box \)
Lemma 9. Assume that $|S| \sim \alpha_n^3 n$ and $\Delta = \alpha_n \sqrt{N p_n q_n} \to \infty$ where $\alpha_n \to 0$, $\alpha_n n^{1/18} \to \infty$. Then
\[
\lim_{n \to \infty} \mathbb{P}[Z'_{\Delta} \geq \alpha_n^{-1} \sqrt{2\Delta} \mid H_2] = 1
\]
provided that $|S'| > |S|/2$.

Proof. For this proof we shall assume all probabilities and expectations are conditioned on $H_2$ and that $|S'| \geq |S|/2$. We may apply Lemma 8 because $\Delta/\sqrt{N p_n q_n} = \alpha_n \to 0$ and $\Delta \to \infty$. Thus we have
\[
\text{Var}[Z'_{\Delta}] \leq \mathbb{E}[Z'_{\Delta}] \sim \frac{\alpha_n |S'|}{\sqrt{2\pi}}.
\]
(5)
Thus for sufficiently large $n$ we may assume
\[
\mathbb{E}[Z'_{\Delta}] \geq \frac{1}{6} \alpha_n^4 n \to \infty
\]
as $\alpha_n \gg n^{-1/18}$. Applying Chebyshev's inequality we obtain
\[
\mathbb{P}[|Z'_{\Delta} - \mathbb{E}[Z'_{\Delta}]| > \frac{1}{2} \mathbb{E}[Z'_{\Delta}]] \leq \frac{4 \text{Var}[Z'_{\Delta}]}{\mathbb{E}[Z'_{\Delta}]^2} \leq \frac{4}{\mathbb{E}[Z'_{\Delta}]} \to 0.
\]
Hence $\mathbb{P}[Z'_{\Delta} \geq \frac{1}{2} \mathbb{E}[Z'_{\Delta}]] \to 1$ follows. Finally we note that $\Delta = \alpha_n \sqrt{N p_n q_n} \leq \alpha_n n^{3/2}$, so
\[
\frac{1}{2} \mathbb{E}[Z'_{\Delta}] \geq \alpha_n^{-1} \sqrt{\Delta} \geq \frac{\alpha_n^4 n/6}{\alpha_n^{-1/2} n^{3/4}} = \frac{1}{6} (\alpha_n n^{1/18})^{9/2} \to \infty.
\]
Thus $\frac{1}{2} \mathbb{E}[Z'_{\Delta}] \geq \alpha_n^{-1} \sqrt{\Delta}$ for sufficiently large $n$, and so the result follows. \(\square\)

We now need to address the issue that the degrees of the vertices contributing to $Z'_{\Delta}$ are not uniform in $(N p_n - 2\Delta, N p_n - \Delta)$.

First we state and solve an elementary matrix optimization problem. For a $t \times s$ matrix $M$, the product of $q = \min\{t, s\}$ elements no two of which are in the same row or in the same column will be called a permanent term. The full permanent of $M$ is the total sum $F(M)$ of all permanent terms.

A matrix $(x_{ij})$ is called row monotonic if $x_{ij} \leq x_{ik}$, for every $i$ and $j < k$. Let $a_i \geq 0$ be given real numbers, $i = 1, \ldots, t$, and let $\mathcal{M}$ be the family of all $t \times s$ row monotonic matrices $(x_{ij})$ with entries $x_{ij} \geq 0$ and with fixed row sums $x_{i1} + x_{i2} + \cdots + x_{is} = a_i$, $i = 1, \ldots, t$.

Lemma 10. The full permanent function $F$ attains its maximum on $\mathcal{M}$ at the matrix with constant rows.
Proof. For $i = 1, \ldots, t$, let $\bar{a}_i = a_i/s$ be the average of the elements in row $i$. Let $\beta(M)$ be the number of elements of $M \in \mathcal{M}$ that differ from the average of their row. We show that the matrix $M_0 \in \mathcal{M}$ with $\beta(M_0) = 0$ maximizes $F$.

Let $M \in \mathcal{M}$ be optimal, and assume that row $\ell$ of $M$ is not constant. Let $x_{\ell j} < \bar{a}_\ell < x_{\ell k}$ such that $j$ is largest possible and $k$ is smallest possible. Set $\delta = \min\{\bar{a}_\ell - x_{\ell j}, x_{\ell k} - \bar{a}_\ell\}$. Let $M'$ be the matrix obtained from $M$ by replacing $x_{\ell j}$ and $x_{\ell k}$ with $x'_{\ell j} = x_{\ell j} + \delta$ and $x'_{\ell k} = x_{\ell k} - \delta$, respectively. Observe that $M' \in \mathcal{M}$.

When computing the difference $F(M') - F(M)$ all those permanent terms cancel that contain none of $x_{\ell j}, x_{\ell k}, x'_{\ell j},$ and $x'_{\ell k}$. Assume that a permanent term $T$ in $F(M')$ contains just one factor $y$ from columns $j$ and $k$, let $y = x'_{\ell j}$ or $x'_{\ell k}$, and set $T' = T/y$. Obviously

\[
(x'_{\ell j} + x'_{\ell k} - x_{\ell j} - x_{\ell k})T' = 0,
\]

hence in the difference $F(M') - F(M)$ all those permanent terms cancel that contain just one factor from columns $j$ and $k$.

Let $M(\ell, i; j, k)$ be the $(t - 2) \times (s - 2)$ matrix that is obtained from $M$ by removing rows $\ell$, $i$, and columns $j$, $k$. Now the remaining permanent terms can be grouped as follows:

\[
F(M') - F(M) = \sum_{i \neq \ell} (x'_{\ell j}x_{ik} + x'_{\ell k}x_{ij} - x_{\ell j}x_{ik} - x_{\ell k}x_{ij})F(M(\ell, i; j, k))
= \delta \sum_{i \neq \ell} (x_{ik} - x_{ij})F(M(\ell, i; j, k)).
\]

Because $M$ is a non-negative row monotonic matrix, $F(M') - F(M) \geq 0$. Therefore, $M' \in \mathcal{M}$ is optimal as well. Obviously $\beta(M') \leq \beta(M) - 1$, because $x'_{\ell j} = \bar{a}_\ell$ or $x'_{\ell k} = \bar{a}_\ell$, or both.

Repeating the procedure above, by taking non-constant rows in any order, we obtain an optimal matrix $M_0$ with $\beta(M_0) = 0$ in at most $\beta(M)$ steps. This matrix $M_0$ has obviously constant rows. \qed

We will say that an integer-valued random variable $Y \in [1, s]$ has monotonic distribution if the sequence $(\mathbb{P}[Y = k])_{k=1}^{s}$ is non-decreasing.

Lemma 11. For $t \leq s$, let $Y_1, Y_2, \ldots, Y_t \in [1, s]$ be independent random variables with monotonic distributions. Let $W_1, W_2, \ldots, W_t \in [1, s]$ be independent random variables with the same uniform distribution. Then

\[
\mathbb{P}[Y_i = W_\ell \text{ for some } 1 \leq i < \ell \leq t] \geq \mathbb{P}[W_i = W_\ell \text{ for some } 1 \leq i < \ell \leq t].
\]
Proof. We have

\[ P[W_i = W_\ell \text{ for some } 1 \leq i < \ell \leq t] = 1 - \sum_{1 \leq i_1, \ldots, i_t \leq s} P[(W_1 = i_1) \land \cdots \land (W_t = i_t)] \]

and

\[ P[Y_i = Y_\ell \text{ for some } 1 \leq i < \ell \leq t] = 1 - \sum_{1 \leq i_1, \ldots, i_t \leq s} P[(Y_1 = i_1) \land \cdots \land (Y_t = i_t)] , \]

where the summations are taken over all distinct integers \( i_1, \ldots, i_t \in [1,s] \). For every \( 1 \leq i \leq t, 1 \leq j \leq s \), let \( x_{ij} = P[Y_i = j] \), and define the \( t \times s \) matrix \( M = (x_{ij}) \). By the independence,

\[ \sum_{1 \leq i_1, \ldots, i_t \leq s} P[(Y_1 = i_1) \land \cdots \land (Y_t = i_t)] = \sum_{1 \leq i_1, \ldots, i_t \leq s} P[Y_1 = i_1] \cdots P[Y_t = i_t] = F(M). \]

Notice that \( M \) is a row monotonic matrix with row sums equal to one. Then by applying Lemma 10, we obtain that \( F(M) \leq F(M_0) \) where \( M_0 \) is the \( t \times s \) matrix with constant rows \((1/s, 1/s, \ldots, 1/s)\) given by the distributions of the random variables \( W_i \). Therefore

\[ P[Y_i = Y_\ell \text{ for some } 1 \leq i < \ell \leq t] = 1 - F(M) \]

\[ \geq 1 - F(M_0) = P[W_i = W_\ell \text{ for some } 1 \leq i < \ell \leq t] \]

follows.

Theorem 12. Assume \( p_n, q_n \geq cn^{-1} \) for some \( c > 0 \). Then the probability that a random 4-uniform hypergraph \( H_4(n, p_n) \) has two vertices of the same degree tends to one as \( n \to \infty \).

Proof. We adopt the notation of Lemma 9 by selecting \( \alpha_n \to 0 \) sufficiently slowly so that \( \alpha_n n^{1/18} \to \infty \), setting \( \Delta = \alpha_n \sqrt{Np_nq_n} \), and choosing \( S \) so that \( |S| \sim \alpha_n^3 n \). By Lemma 7, we may condition on \( H_2 \) and assume \( |S'| > |S|/2 \).

Since \( p_n, q_n \geq cn^{-1} \), \( \Delta = \alpha_n \sqrt{Np_nq_n} \geq c' \alpha_n n^{1/2} \) for some \( c' > 0 \), so \( \Delta \to \infty \). Thus by Lemma 9 it follows that, with probability tending to one, the random 4-uniform hypergraph \( H = H_4(n, p_n) \) has a set \( T \) of at least \( t := \alpha_n^{-1} \sqrt{\Delta} \) vertices in \( S' \) with degree values in \( (Np_n - 2\Delta, Np_n - \Delta] \). Moreover, conditioned on \( T \) and \( H_2 \), the degrees of the vertices in \( T \) are independent, and are given by \( d_2(v) = N_2p_n + \lambda_v \) plus
$d_1(v)$, where $d_1(v)$ is a Bernoulli $B(N_1, p_n)$ random variable conditioned so that it lies in the interval

\[(N_1 p_n - (2\Delta + \lambda_v), N_1 p_n - (\Delta + \lambda_v)].\]

As $v \in S'$, $|\lambda_v| \leq \Delta$, and so this interval lies entirely below the mean $N_1 p_n$ of the Binomial. Thus the distribution of $d_1(v)$, and hence $d(v)$, is monotonic. The result follows from Lemmas 11 and 6.

**Theorem 13.** The probability that the random 4-uniform hypergraph of order $n$ has two vertices of the same degree tends to one as $n \to \infty$.

**Proof.** Assume that the conclusion is not true. By symmetry we may assume $p_n \in [0, \frac{1}{2}]$ for all $n$. Then there is a $\varepsilon > 0$ and a subsequence $n_1, n_2, \ldots$ such that the probability that there are two vertices of the same degree in $H_4(n_i, p_{n_i})$ is smaller than $1 - \varepsilon$ for every $i$. Now either there is a subsequence $p_{n_{i_j}}$ with $p_{n_{i_j}} = o(n_{i_j}^{-1})$ or there is a constant $c > 0$ and a subsequence $p_{n_{i_j}}$ with $p_{n_{i_j}} \geq cn_{i_j}^{-1}$. In the first case we obtain a contradiction from Theorem 4 with $r = 4$, and in the second case we obtain a contradiction from Theorem 12. 
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