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Let \( H \) be an infinite-dimensional separable complex Hilbert space and \( B(H) \) the algebra of all bounded linear operators on \( H \) and \( K(H) \subset B(H) \) be the closed ideal of all compact operators. We denote the Calkin algebra \( B(H)/K(H) \) by \( C(H) \). Let \( \pi : B(H) \to C(H) \) be the quotient map.
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Can we relax the assumptions of this theorem? The following theorem, answers this question in the affirmative.
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**Theorem [N.Boudi and M.M. 2010]**

Let $A$ and $B$ be unital Banach algebras and let $\phi : A \to B$ be an additive map.

*Then $\phi$ strongly preserves invertibility if and only if $\phi(1)$ is a unital Jordan homomorphism and $\phi(1)$ commutes with the range of $\phi$. For the special case of the complex matrix algebra $A = M_n(C)$, we derive the following corollary that provides a more explicit form.*

**Corollary**

Let $\phi : M_n(C) \to M_n(C)$, be a linear map. Then the following conditions are equivalent:

1. $\phi$ preserves invertibility;
2. $\phi$ strongly preserves invertibility;
3. there is a $\lambda \in \{-1, 1\}$ such that $\phi$ takes one of the following forms:
   - $\phi(x) = \lambda axa^{-1}$
   - $\phi(x) = \lambda ax \text{tr}a - 1$,
   for some invertible element $a \in M_n(C)$. 
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strongly preserving generalized inverses

For generalized invertibility, we have

Theorem [N.Boudi and M.M. 2010]

Let $A$ and $B$ be unital complex Banach algebras and let $\phi : A \to B$ be an additive map such that $1 \in \text{Im}(\phi)$ or $\phi(1)$ is invertible.

Then the following conditions are equivalent:

(i) $\phi$ strongly preserves generalized invertibility;

(ii) $\phi(1)\phi$ is a unital Jordan homomorphism and $\phi(1)$ commutes with the range of $\phi$.

For linear maps over the complex matrix algebra $A = M_n(C)$,
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Let $\phi : M_n(C) \to M_n(C)$, be a linear map. Then $\phi$ strongly preserves generalized inverses if and only if either $\phi = 0$ or there is $\lambda \in \{-1, 1\}$ such that $\phi$ takes one of the following forms:
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IV. Moore-Penrose inverses preservers maps

In the context $C^*$-algebras, it is well known that every generalized invertible element $a$ has a unique generalized inverse $b$ for which $ab$ and $ba$ are projections, such an element $b$ is called the Moore-Penrose inverse of $a$ and denoted by $a^\dagger$. 
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In other words, $a^\dagger$ is the unique element of $A$ that satisfies:

$$aa^\dagger a = a, \quad a^\dagger aa^\dagger = a^\dagger, \quad (aa^\dagger)^* = aa^\dagger, \quad (a^\dagger a)^* = a^\dagger a.$$
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Let $A^\dagger$ denotes the set of all elements of $A$ having a Moore-Penrose inverse.
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We will say that a linear map $\phi : \mathcal{A} \rightarrow \mathcal{B}$ preserves strongly $Moore$-$Penrose$ invertibility if $\phi(x^\dagger) = \phi(x)^\dagger, \quad \forall x \in \mathcal{A}^\dagger.$
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We will say that a linear map $\phi : A \to B$ is $C^*$-Jordan homomorphism if it is a Jordan homomorphism which preserves the adjoint operation, i.e. $\phi(x^*) = \phi(x)^*$ for all $x$ in $A$. 
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In the context $C^*$-algebras, it is well known that every generalized invertible element $a$ has a unique generalized inverse $b$ for which $ab$ and $ba$ are projections, such an element $b$ is called the Moore-Penrose inverse of $a$ and denoted by $a^\dagger$.

In other words, $a^\dagger$ is the unique element of $A$ that satisfies:

$$aa^\dagger a = a, \ a^\dagger aa^\dagger = a^\dagger, \ (aa^\dagger)^* = aa^\dagger, \ (a^\dagger a)^* = a^\dagger a.$$ 

Let $A^\dagger$ denotes the set of all elements of $A$ having a Moore-Penrose inverse.

We will say that a linear map $\phi : A \rightarrow B$ preserves strongly Moore-Penrose invertibility if $\phi(x^\dagger) = \phi(x)^\dagger$, $\forall x \in A^\dagger$.

We will say that a linear map $\phi : A \rightarrow B$ is $C^*$-Jordan homomorphism if it is a Jordan homomorphism which preserves the adjoint operation, i.e. $\phi(x^*) = \phi(x)^*$ for all $x$ in $A$.

The $C^*$-homomorphism and $C^*$-anti-homomorphism are analogously defined.
Theorem [M.M.]

Let $A$ be a $C^*$-algebra of real rank zero and $B$ a prime $C^*$-algebra. Let $\phi : A \to B$ be a surjective, unital linear map. Then the following conditions are equivalent:

1) $\phi(x^\dagger) = \phi(x)^\dagger$ for all $x \in A^\dagger$;

2) $\phi$ is either a $C^*$-homomorphism or a $C^*$-anti-homomorphism.

Denote by $B^\dagger(H)$ the set of the operators on $H$ that possess a Moore-Penrose inverse.

Corollary

Let $\phi : B(H) \to B(H)$ be a surjective unital additive map. Then the following conditions are equivalent:

1) $\phi(T^\dagger) = \phi(T)^\dagger$ for all $T \in B^\dagger(H)$;

2) there is a unitary operator $U$ in $B(H)$ such that $\phi$ takes one of the following forms $\phi(T) = UTU^*$ or $\phi(T) = UTU$ for all $T$. 
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Theorem [M.M-Oudghiri, 2017]

Let $X$ be a real or complex infinite-dimensional Banach space, and let $\Phi : \mathcal{L}(X) \to \mathcal{L}(X)$ be a surjective additive map. The following assertions are equivalent.

(i) $\Phi$ preserves $G$ in both directions;

(ii) there exist a non-zero $\alpha \in \mathbb{C}$ and a bounded invertible linear, or conjugate linear, operator $A$ between suitable spaces such that $\Phi(T) = \alpha ATA^{-1}$ for all $T \in \mathcal{L}(X)$ or $\Phi(T) = \alpha AT^*A^{-1}$ for all $T \in \mathcal{L}(X)$. 
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